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CROSS REFERENCE TO RELATED Aspects and / or embodiments seek to provide a method of 
APPLICATIONS substantially automatically assessing mammography data in 

parallel with a human operator . Aspects and / or embodiments 
This application is a national stage patent application filed also seek to address the problems relating to providing a 

under 35 U.S.C. § 371 of PCT International patent applica- substantially reliable second reader to allow a single opera 
tion PCT / GB2019 / 051667 , filed Jun . 14 , 2019 , and claiming tor to analyse and diagnose mammography data . 
priority to GB patent application 1809796.4 , filed Jun . 14 , According to a first aspect , there is provided a computer 
2018 , GB patent application 1819329.2 , filed Nov. 27 , 2018 10 aided method of analysing mammographic images , the 
and GB patent application 1900212.0 filed Jan. 7 , 2019 , the method comprising the steps of receiving a plurality of 
entire contents of each of which are incorporate by refer mammograms ( 10 ) ; performing a first analysis ( 30 ) on the 

plurality of mammograms ( 10 ) comprising identifying a 
malignancy classification for each of the mammograms ; FIELD determining a malignancy output value ( 30Y ) for each of 

The present invention relates to a method and system that mammograms dependent upon the first analysis ( 30 ) ; deter 
substantially automatically determines malignancy in mam mining an average malignancy output value by averaging 
mograms in parallel with a human operator . More particu the malignancy output values for the plurality of mammo 
larly , the present invention relates to providing a reliable 20 grams ; thresholding the average malignancy output value to 
automated malignancy determination in parallel to a human generate an output binary malignancy value ( 60Y ) ; perform 
operator to reduce the need for two human operators in a ing a second analysis ( 40 ) on the plurality of mammograms 
mammography analysis workflow . ( 30X ) to determine a plurality of localisation data param 

eters ( 40X ) for each mammogram ; and generating ( 70 ) 
BACKGROUND 25 output localisation data for the plurality of mammograms in 

dependence upon the output binary malignancy value . 
Mammography is a medical imaging modality widely In this way , the need for an additional highly skilled 

used for breast cancer detection . Mammography makes use medical professional to perform a second reading of the of “ soft ” X - rays to produce detailed images of the internal mammogram can be eliminated and the second read can be structure of the human breast . These images are called 30 performed automatically , and substantially instantaneously . mammograms and use of mammography is considered to be The method may also reduce the risk of human error . the gold standard in the early detection of breast abnormali By receiving multiple input images , radiologists can ties ( which can provide a valid diagnosis of a cancer in a 
curable phase ) . perform case - wise analysis for patients and substantially 

Unfortunately , the procedure of analysing mammograms 35 determine the likelihood of a malignant lesion after analy 
is often challenging . The density and tissue type of the sing multiple mammographic views . In order to combat the 
breasts are highly varied and in turn present a high variety generation of multiple false - positives that can limit the 
of visual features due to patient genetics . These background effectiveness / reliability of current machine learning based 
visual patterns can obscure the often - tiny signs of malig methods , the method may only provide localisation data for 
nancies which may then be easily overlooked by the human 40 lesions if the analysis from the case - wise review of the 
eye . Thus , the analyses of mammograms often lead to mammograms suggest there is a malignant lesion . 
false - positive or false - negative diagnostic results which may Optionally , there can be performed the further step of 
cause missed treatment ( in the case of false - negatives ) as pre - processing a plurality of mammograms to improve 
well as unwanted psychological and sub - optimal down- malignancy classification for each of the mammograms , the 
stream diagnostic and treatment consequences ( in the case of 45 step of pre - processing further comprising the use of one or 
false - positives ) . more trained neural networks . Primarily , convolutional neu 

Most developed countries maintain a population - wide ral networks can be used but other types may be used , such 
screening program , i.e. a comprehensive system for calling as capsule networks . 
in women of a certain age group , free of symptoms , to have Optionally , the step of performing the first analysis on the 
regular breast screening . These screening programs require 50 plurality of mammograms is conducted using one or more 
highly standardised protocols to be followed by trained and trained convolutional neural network classifier . As an 
experienced specialist doctors who can reliably analyse a example , the convolutional neural networks ( or CNNs ) can 
large number of mammograms routinely . Most professional be ConvNets . 
guidelines strongly suggest the reading of each mammogram Optionally , the weights of the trained convolutional neu 
by two equally expert radiologists ( an approach known as 55 ral network classifier are frozen in dependence upon data 
double - reading ) . Nowadays , with the number of available used to train the convolutional neural network classifier . 
highly skilled radiologists being scarce , and decreasing , the Optionally , the plurality of mammograms comprises : a 
double - reading approach is often impractical or impossible . left side cranial caudal mammogram , L - CC ; a right side 

The involvement of two expert radiologists significantly cranial caudal mammogram , R - CC ; a left side medio - lateral 
increases the cost of each case and also prolongs the time for 60 oblique mammogram , L - MLO ; and a right side medio 
a patient to receive the results of a scan . In some cases , a lateral - oblique mammogram , R - MLO . 
suspicious lesion may even be missed by both expert radi- Optionally , the average malignancy output value com 
ologists . prises any combination of ; an average value for all L - CC 

Therefore , there is a need to improve , if not at least malignancy output values ; an average value for all R - CC 
maintain , the quality of mammography results whilst adher- 65 malignancy output values ; an average value for all L - MLO 
ing to guidelines that require or strongly suggest a double- malignancy output values ; an average value for all R - MLO 
read process . malignancy output values ; an average value for all left - side 
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mammogram malignancy output values ; and an average According to a fifth aspect , there is provided a computer 
value for all right - side mammogram malignancy output program product operable to perform the method of any 
values . preceding feature . 

Optionally , a max operator is performed between the 
average value for all left - side mammogram malignancy BRIEF DESCRIPTION OF DRAWINGS 
output values and the average value for all right - side mam 
mogram malignancy output values to determine the average Embodiments will now be described , by way of example 
malignancy output value . only and with reference to the accompanying drawings 

Optionally , the step of performing a second analysis on having like - reference numerals , in which : 
the plurality of mammograms is conducted using one or FIG . 1 illustrates a flowchart showing an outline of the 
more trained regional convolutional neural network , RCNN . method of an embodiment ; 

Optionally , the one or more trained RCNNs comprises a FIG . 2 illustrates the portion of the flowchart of FIG . 1 
plurality of sub - divisional networks to determine the plu focused on providing a malignancy output based on the 

input image and the pre - trained malignancy detection neural rality of localisation data parameters , the sub - divisional 15 network , optionally showing the pre - processing that can be networks provide any one or combination of : a bounding applied to the input image ; box generation model ; a segmentation model ; and a malig FIG . 3 illustrates the Mask - RCNN of the embodiment of 
nancy classification type model . FIG . 1 in more detail ; 

Optionally , the one or more RCNNs are coupled to an FIG . 4 illustrates the portion of the flowchart of FIG . 1 
output convolutional layer of the one or more convolutional 20 showing the process of the mean and max operations per 
neural network used to perform the first analysis . Optionally , formed by the embodiment ; and 
the one or more RCNNs are trained using the weights of the FIG . 5 illustrates how the final output of the embodiment 
of the one or more convolutional neural network used to of FIG . 1 is determined . 
perform the first analysis . 

Optionally , the one or more trained RCNNs generates an 25 SPECIFIC DESCRIPTION 
overlay mask indicating a lesion of interest , the mask further 
comprises a malignancy probability value . FIG . 1 depicts an example embodiment which will now be 

described in more detail below with reference to FIGS . 2 to Optionally , the bounding box generation model generates 
bounding box regression with none - max suppression in 5 as appropriate . 
order to locate lesions of interest . Referring first to FIG . 1 , there is shown a method for 

receiving input mammography images 10 and outputting a Optionally , the segmentation model provides a segmen 
tation outlines of anatomical regions and / or lesions , the malignancy output , for example a yes / no binary output or a 

more detailed output showing regions of interest along with segmentation model further comprises localisational char a binary output . 
acteristics . In a medical scan of a patient ( mammography ) , the Optionally , the malignancy classification type model scanned images are collated in DICOM format , which is a identifies a tissue type and density category classification for file format commonly used to store medical images . The 
the breast . method uses pre - processed data that is stored on a Picture Optionally , the sub - divisional networks comprise an Archiving Communication Systems ( PACS ) ( FIG . 2 , 10a ) 
ensemble of masks created by the sub - division networks . 40 that radiology departments use in hospitals . The output of 
Optionally , the one or more RCNNs are ensembled with this method also enriches the PACS database to improve 
non - max suppression and / or weighted box clustering . future applications of analysing mammographic images . 

Optionally , the step of thresholding the average malig- In some instances , the images can be pre - processed 20 
nancy output values comprises selecting multiple operating using a variety of methods , including but not restricted to , 
points of the mammogram , optionally , selecting at least six 45 windowing , resampling and normalisation . The input 
operating points . images may also undergo domain adaption and / or style 
According to a second aspect , there is provided a method transfer techniques to further improve the results . 

of training one or more convolutional neural networks to The mammograms , pre - processed or not , are then fed into 
perform the steps of any preceding claim , the method a convolutional neural network ( CNN ) classifier 30 which 
comprising : receiving one or more mammograms ; training 50 has been trained to analyse the images and assess whether 
one or more convolutional neural networks to wholly anal- the image shows a malignant lesion . In some embodiments , 
yse the one or more mammograms and determining a there is use of more than one trained CNN to complete this 
malignancy value ; freeze the weights for the one or more task . Conventional methods of detected malignant lesions in 
convolutional neural networks ; add RCNNs to the last a mammogram may also be used . 
convolutional layer of the one or more convolutional neural 55 In order for a CNN to operate as a malignancy model the 
network ; and train the RCNNs using the frozen weights of network first needs to be trained . Similar to the pre - process 
the one or more convolutional neural networks . ing methods mentioned above , input images for the purpose 

Optionally , the RCNNs comprise mask - RCNN heads . of training the network may undergo windowing , resam 
Optionally , the one or more mammograms are restricted pling , normalisation , etc. , before the images are used . In 

to 4000x4000 pixels . 60 some instances , the images used to train the network are 
Optionally , the mammograms are pre - processed using any either provided or sized to up to 4000x4000 pixels . 

one or a combination of : windowing ; resampling ; and nor- As the images are fed through the CNN , a number of 
malization . stacked mathematical operations are performed . In doing so , 

According to a third aspect , there is provided an apparatus the CNN applies variable tensors to the previous layer such 
operable to perform the method of any preceding feature . 65 that a malignant or not score is produced as a result of these 

According to a fourth aspect , there is provided a system operations . We then update the variables based on the 
operable to perform the method of any preceding feature . gradient of the cost function ( cross - entropy ) making use of 

35 
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the chain - rule to work out the gradient updates to apply . In this way , instead of showing absolutely all lesions detected , 
this way , multiple CNNs can be trained to be used with the by the Mask RCNN alone , which leads to numerous false 
described aspects / embodiments . positives , the resulting Mask R - CNN outputs ( e.g. , 70X and 

Additionally , the training of the CNNs may include con- 70Y are only shown if the binary malignant score is positive , 
catenating a previous image taken of the same mammo- 5 i.e. , indicating malignancy . When 60 Y does not indicate the 
graphic view and run it through the networks together with case to be malignant , the Mask RCNN outputs are ignored 
the current image being fed into the network . This enables and no localisation data is produced as an output of the 
the fine tuning of the final few layers of the CNN such that system . 
they can account for multiple images . In some cases , the Mask RCNN results can be ensembled 

Once the malignancy model ( s ) are trained , the network 10 by interpolating between bounding box coordinates ( of 
and its weights are frozen . We then take one of the convo- shape [ N , M , x1 , x2 , y1 , y2 ] where N represents the number 
lutional layer's outputs ( 30X ) which is then feed into mask of models and M the maximum number of bounding boxes ) 
heads from a Mask RCNN 40. An exemplary Mask RCNN which have a sufficient intersection over union ( IOU ) , which 
is illustrated in FIG . 3. These heads include a bounding box is predetermined . Any bounding box which does not have a 
predictor 41 , where the bounding boxes can be used to cut 15 sufficient IOU with the others are removed from consider 
out a part of the original image . In addition to , or on top of ation . With the resulting bounding boxes , the raw segmen 
the cut - out patch , a malignant classifier 42 and segmentation tation masks are then averaged before thresholding with a 
43 heads are placed . As with the malignancy model , any predetermined threshold , and also averaging the lesion 
conventional bounding box , malignancy classifier or seg- scores for all of the sufficient bounding boxes . 
mentation models can be used with this system . In “ Mask_20 These operations result in a final set of bounding boxes of 
R - CNN , ” 2017 IEEE International Conference on Computer shape [ 1 , M , x1 , x2 , y1 , y2 ] along with a segmentation mask 
Vision ( ICCV ) , 2017 , pp . 2980-2988 , doi : 10.1109 / of shape [ 1 , H , W ] and lesion scores of shape [ 1 , M ) . A better 
ICCV.2017.322 , Kaiming He , et al . describes a traditional way is to use weighted box clustering ( WBC ) which is 
RCNN that can be used in at least some embodiments , which described by Paul F. Jaeger et al in “ Retina U - Net : Embar 
is incorporated by reference . 25 rassingly Simple Exploitation of Segmentation Supervision 

There are various methods of training the RCNNs . Firstly , for Medical Object Detection ” ( https://arxiv.org/pdf/ 
connecting the malignancy model to the Mask RCNN the 1811.08661.pdf ) , which is incorporated by reference . 
Mask RCNN heads can be trained at the same time as the As aforementioned , double reading is the gold standard in 
whole image malignancy model . Secondly , it is also possible breast cancer screening with mammography . In this sce 
to train the Mask RCNN without freezing the malignancy 30 nario , two radiologists will report on a case . Arbitration will 
model network . Finally , the Mask RCNN heads may be occur when the two readers are not in agreement about 
trained with multiple malignancy models . Thus , the method whether to recall a patient for further screening tests . 
of training the Mask RCNN heads is not restricted to In the present embodiment , the described system is able 
certain type , which enables the approach to be tailored for to operate as an independent second reader . In the past , 
specific uses . 35 computer aided diagnosis systems were not able to act as 
Once the neural networks are trained , during use , or at such due to a high false positive rate . Similar to a human 

inference time , the malignancy model is frozen based on the radiologist , the described system of the embodiment can 
training data . have a low false positive rate which means it can be used in 
A second output 30Y from the CNN classifier may be a set at least the following two ways : 

of predetermined images 50. As an example , during run 40 1. As a truly independent second reader : a first ( human ) 
time , the system of the embodiment receives four types of radiologist looks at the case and the present system 
mammography images 50 : left cranial caudal view ( L - CC ) independently assesses the case . If the two disagree , the 
51 , right cranial caudal view ( R - CC ) 53 , left medio - lateral system of the embodiment shows the outlines for 
oblique ( L - MLO ) 52 and a right medio - lateral - oblique lesions of interest for the human radiologist to consider , 
( R - MLO ) 54 ( FIG . 4 ) . This combination of images is known 45 and if they agree , the radiologist does not see the 
to be referred to as a case . Upon passing though the outputs of the system ; or 
malignancy model or models ( 60 ) , the system of the embodi- 2. As a non - independent second reader where the human 
ment produces an entire case of outputs . These outputs are radiologist and the system of the embodiment both 
then averaged to generate a single output 60Y . analyse the case in that the human radiologist is 
As seen in FIG . 4 , 51 represents an average score of all 50 supported by the system of the embodiment . The radi 

left cranial caudal views , 52 represents an average score of ologist can click to see the results generated by the 
all left medio - lateral - oblique ( L - MLO ) views , 53 represents system of the embodiment whenever they want . 
an average score of all right cranial caudal ( R - CC ) views and Many approaches that mimic the techniques used by 
54 represents an average score of all right medio - lateral- human radiologists can be incorporated in the system in 
oblique ( R - MLO ) views . As depicted by 61a and 62a , the 55 some embodiments , such as using a previous image as a 
system of the embodiment then calculates a mean of the reference to look for any changes since the last scan and also 
respective left side views 61 and right side views 62. This a mean then max operator to mimic the way human radi 
results in a malignancy output for each side . A max opera- ologists trade off calling back a case . 
tion 63 is then performed for the average malignancy Machine learning is the field of study where a computer 
outputs for each side . 60 or computers learn to perform classes of tasks using the 

Although not depicted in the figures , in the described feedback generated from the experience or data gathered 
embodiment the method then thresholds this result with a that the machine learning process acquires during computer 
predetermined threshold which gives a binary malignant or performance of those tasks . 
not score 60Y . Typically , machine learning can be broadly classed as 

Finally , with reference to FIG . 5 , the output binary 65 supervised and unsupervised approaches , although there are 
malignancy value 60Y is used to gate whether or not to show particular approaches such as reinforcement learning and 
the Mask RCNN segmentations or bounding boxes 40X . In semi - supervised learning which have special rules , tech 
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niques and / or approaches . Supervised machine learning is network ; convolutional neural network ; recurrent neural 
concerned with a computer learning one or more rules or network ; long short - term memory network ; multi - dimen 
functions to map between example inputs and desired out- sional convolutional network ; a memory network ; fully 
puts as predetermined by an operator or programmer , usu- convolutional network or a gated recurrent network allows 
ally where a data set containing the inputs is labelled . a flexible approach when generating the predicted block of 

Unsupervised learning is concerned with determining a visual data . The use of an algorithm with a memory unit such 
structure for input data , for example when performing as a long short - term memory network ( LSTM ) , a memory pattern recognition , and typically uses unlabelled data sets . network or a gated recurrent network can keep the state of Reinforcement learning is concerned with enabling a com the predicted blocks from motion compensation processes puter or computers to interact with a dynamic environment , 10 performed on the same original input frame . The use of these for example when playing a game or driving a vehicle . 

Various hybrids of these categories are possible , such as networks can improve computational efficiency and also 
“ semi - supervised ” machine learning where a training data improve temporal consistency in the motion compensation 
set has only been partially labelled . For unsupervised process across a number of frames , as the algorithm main 
machine learning , there is a range of possible applications 15 tains some sort of state or memory of the changes in motion . 
such as , for example , the application of computer vision This can additionally result in a reduction of error rates . 
techniques to image processing or video enhancement . Developing a machine learning system typically consists 
Unsupervised machine learning is typically applied to solve of two stages : ( 1 ) training and ( 2 ) production . During the 
problems where an unknown data structure might be present training the parameters of the machine learning model are 
in the data . As the data is unlabelled , the machine learning 20 iteratively changed to optimise a particular learning objec 
process is required to operate to identify implicit relation- tive , known as the objective function or the loss . Once the 
ships between the data for example by deriving a clustering model is trained , it can be used in production , where the 
metric based on internally derived information . For model takes in an input and produces an output using the 
example , an unsupervised learning technique can be used to trained parameters . 
reduce the dimensionality of a data set and attempt to 25 Any system feature as described herein may also be 
identify and model relationships between clusters in the data provided as a method feature , and vice versa . As used herein , 
set , and can for example generate measures of cluster means plus function features may be expressed alternatively 
membership or identify hubs or nodes in or between clusters in terms of their corresponding structure . 
( for example using a technique referred to as weighted Any feature in one aspect may be applied to other aspects , 
correlation network analysis , which can be applied to high- 30 in any appropriate combination . In particular , method 
dimensional data sets , or using k - means clustering to cluster aspects may be applied to system aspects , and vice versa . 
data by a measure of the Euclidean distance between each Furthermore , any , some and / or all features in one aspect can 
datum ) . be applied to any , some and / or all features in any other 
Semi - supervised learning is typically applied to solve aspect , in any appropriate combination . 

problems where there is a partially labelled data set , for 35 It should also be appreciated that particular combinations 
example where only a subset of the data is labelled . Semi- of the various features described and defined in any aspects 
supervised machine learning makes use of externally pro can be implemented and / or supplied and / or used indepen 
vided labels and objective functions as well as any implicit dently . 
data relationships . When initially configuring a machine 
learning system , particularly when using a supervised 40 The invention claimed is : 
machine learning approach , the machine learning algorithm 1. A computer - aided method of analysing mammographic 
can be provided with some training data or a set of training images , comprising the steps of : 
examples , in which each example is typically a pair of an receiving a plurality of mammograms ; 
input signal / vector and a desired output value , label ( or performing a first analysis on the plurality of mammo 
classification ) or signal . The machine learning algorithm 45 grams comprising identifying a malignancy classifica 
analyses the training data and produces a generalised func- tion for each of the mammograms using a convolu 
tion that can be used with unseen data sets to produce tional neural network ( CNN ) classifier ; 
desired output values or signals for the unseen input vectors / determining a malignancy output value for each of mam 
signals . The user needs to decide what type of data is to be mograms dependent upon the first analysis ; 
used as the training data , and to prepare a representative 50 determining an average malignancy output value by aver 
real - world set of data . The user must however take care to aging the malignancy output values for the plurality of 
ensure that the training data contains enough information to mammograms ; 
accurately predict desired output values without providing thresholding the average malignancy output value to 
too many features ( which can result in too many dimensions generate an output binary malignancy value ; 
being considered by the machine learning process during 55 performing a second analysis using a mask regional 
training , and could also mean that the machine learning convolutional neural network ( mask R - CNN ) on the 
process does not converge to good solutions for all or plurality of mammograms to determine a plurality of 
specific examples ) . The user must also determine the desired localisation data parameters for each mammogram ; and 
structure of the learned or generalised function , for example generating output localisation data for the plurality of 
whether to use support vector machines or decision trees . mammograms in dependence upon the output binary 
The use of unsupervised or semi - supervised machine malignancy value , wherein the second analysis com 

learning approaches are sometimes used when labelled data prises : 
is not readily available , or where the system generates new generating a set of bounding boxes , wherein generating 
labelled data from unknown data given some initial seed the set of bounding boxes comprises removing any 
labels . bounding boxes not having a predetermined threshold 

Machine learning may be performed through the use of of intersection over union and interpolating between 
one or more of : a non - linear hierarchical algorithm ; neural bounding box coordinates ; 
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generating averaged lesion scores , wherein generating the 8. The method of claim 1 , wherein the RCNN is a trained 
averaged lesion scores comprises averaging the lesion RCNN and comprises a plurality of sub - divisional networks 
scores for the set of bounding boxes ; to determine the plurality of localisation data parameters , the 

generating an averaged segmentation mask , wherein the sub - divisional networks provide any one or combination of : 
a bounding box generation model ; averaged segmentation mask is generated by averaging a segmentation model ; and a plurality of raw segmentation masks , before thresh a malignancy classification type model . olding with a predetermined segmentation threshold ; 9. The method of claim 8 wherein the RCNN is coupled and to an output convolutional layer of the one or more convo 

wherein the output binary malignancy value is used to lutional neural network used to perform the first analysis . 
gate the output of the mask RCNN segmentations 10. The method of claim 9 wherein the RCNN is trained 
thereby minimizing mask RCNN false positives , such using the weights of the one or more convolutional neural 
that the resulting mask RCNN segmentations are only network used to perform the first analysis . 
output if the binary malignancy value is positive . 11. The method of claim 8 wherein the RCNN generates 

2. The method of claim 1 further comprising the step of an overlay mask indicating a lesion of interest , the mask 
further comprises a malignancy probability value . pre - processing to plurality of mammograms to improve 

malignancy classification for each of the mammograms , the 12. The method of claim 8 wherein the bounding box 
step of pre - processing further comprising the use of one or generation model generates bounding box regression with 
more trained neural networks . none - max suppression in order to locate lesions of interest . 

3. The method of claim 1 wherein , the step of performing 20 model provides a segmentation outlines of anatomical 13. The method of claim 8 wherein the segmentation 
the first analysis on the plurality of mammograms is con 
ducted using one or more trained convolutional neural regions and / or lesions , the segmentation model further com 
network classifiers . prises localisational characteristics . 

14. The method of claim 8 wherein the malignancy 4. The method of claim 3 wherein the weights of the 
trained convolutional neural network classifier are frozen in classification type model identifies a tissue type and density 
dependence data used to train the convolutional neural category classification for the breast . upon 15. The method of claim 8 wherein the sub - divisional network classifier . 

5. The method of claim 1 wherein , the plurality of networks comprise an ensemble of masks created by the 
sub - division networks . mammograms used to average the malignancy output values 16. The method of claim 15 wherein RCNN is ensembled for the plurality of mammograms comprises : 

a left side cranial caudal mammogram , L - CC ; 30 with non - max suppression and / or weighted box clustering . 
a right side cranial caudal mammogram , R - CC ; 17. The method of claim 1 wherein the step of threshold 
a left side medio - lateral - oblique mammogram , L - MLO ; ing the average malignancy output values comprises select 

and ing multiple operating points of the mammogram , option 
ally , selecting at least six operating points . a right side medio - lateral - oblique mammogram , R - MLO . 

6. The method of claim 5 wherein , the average malig 18. A method of training one or more convolutional neural 
networks to perform the steps according to claim 1 , the nancy output value comprises any combination of : method comprising : an average value for all L - CC malignancy output values ; 

an average value for all R - CC malignancy output values ; receiving one or more mammograms ; 
an average value for all L - MLO malignancy output val training one or more convolutional neural networks to 

wholly analyse the one or more mammograms and ues ; 
an average value for all R - MLO malignancy output determining a malignancy value ; 

values ; freeze the weights for the one or more convolutional 
neural networks ; an average value for all left - side mammogram malig add RCNNs to the last convolutional layer of the one or nancy output values ; and 

an average value for all right - side mammogram malig more convolutional neural network ; 
and train the RCNNs using the frozen weights of the one nancy output values . 

7. The method of claim 6 , wherein a max operator is or more convolutional neural networks . 
19. The method of claim 18 wherein the mammograms performed between the average value for all left - side mam 

mogram malignancy output values and the average value for are pre - processed using any one or a combination of : 
all right - side mammogram malignancy output values to windowing ; resampling ; and normalization . 
determine the average malignancy output value . 
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