
US 20210374555A1 
MONT IN 

( 19 ) United States 
( 12 ) Patent Application Publication ( 10 ) Pub . No .: US 2021/0374555 A1 

Beguerisse - Díaz et al . ( 43 ) Pub . Date : Dec. 2 , 2021 

( 54 ) SYSTEMS AND METHODS FOR 
PERFORMING RANDOM WALKS ON 
KNOWLEDGE GRAPHS 

( 71 ) Applicant : Spotify AB , Stockholm ( SE ) 

( 72 ) Inventors : Mariano Beguerisse - Díaz , London 
( GB ) ; Till A. Hoffmann , London ( GB ) ; 
Dimitrios Korkinof , London ( GB ) 

( 73 ) Assignee : Spotify AB , Stockholm ( SE ) 

Publication Classification 

( 51 ) Int . Ci . 
GOON 5/02 ( 2006.01 ) 

( 52 ) U.S. CI . 
CPC G06N 5/02 ( 2013.01 ) 

( 57 ) ABSTRACT 
Systems , methods and computer program products are pro 
vided for performing random walks on knowledge graphs . 
Knowledge graphs are received and for each knowledge 
graph there is constructed a multilayer network having 
unipartite layers and bipartite layers and interlayer couplings 
that ( i ) connect nodes of the unipartite layers and the 
bipartite layers representing the same entity ( ii ) are directed 
and ( iii ) weighted with a weight that depends on an activity 
of a target node in the unipartite layer or bipartite layer in 
which the target node resides . A walk on a random walk 
model of the multilayer network that takes into account 
saliencies of the different interlayer and intralayer connec 
tions of the nodes is then processed and one or more actions 
based on the random walk model are performed . 

( 21 ) Appl . No .: 17 / 333,385 

( 22 ) Filed : May 28 , 2021 

Related U.S. Application Data 
( 60 ) Provisional application No. 63 / 031,857 , filed on May 

29 , 2020 . 

Receive Knowledge Graphs 

For Each Knowledge Graph , Construct Multilayer Network Having 
Unipartite layers , Bipartite Layers , and Interlayer Couplings 

Process a Random Walk Model of the Multilayer Network 

Perform Action Based on Random Walk , eg .: 

* Sequencing 
Grouping 
Constructing Representations or Nodes 
Assigning the Nodes to Different Groups Identifying Key Emtties 
Determining the effeci Severing a Connection has on Processes 
that occurs on the Graph 



Patent Application Publication Dec. 2 , 2021 Sheet 1 of 9 US 2021/0374555 A1 

Receive Knowledge Graphs 102 

Perform Action Based on Random Walk , e.g .: 

* Sequencing 
? Grouping 

Constructing Representations of Nodes 

* Determining the Effeci Severing a Connection has on Processes 

FIG . 1 



Patent Application Publication Dec. 2 , 2021 Sheet 2 of 9 US 2021/0374555 A1 

Type A 

FIG . 2 

For Each Type of Labeled Connection . Generate a Monolayer Network 

Assemble Monolayer Networks into a Multilayer Network 

Receive Coupling Strengths Corresponding to labeled Connections 

Receive Coupling Strengths Corresponding to Coupling Between 

FIG . 3 



Patent Application Publication Dec. 2 , 2021 Sheet 3 of 9 US 2021/0374555 A1 

Multilayer Model of the KG 

1312 
Role 

Couplings Couplings 220 
***** abonnement 

2 

ayer 3 

FIG . 4 



Patent Application Publication Dec. 2 , 2021 Sheet 4 of 9 US 2021/0374555 A1 

Random Walk Model 

208A 2087 208G 
2080 

Role A12 Role B1 Role B3 Role C 
208B 

2100 2100 2100 
Role 82 *** 

Role A32 

2 
Thickness Proportional 
to Probability of going 
from Source Node Role 
to Target Node Role Role A2 

2085 

2080 

FIG . 5 

Arole Bl Arole Bi player_17 

Arole B2 Arole B2 player_27 

Arole B3 Arole B3 Blayer_T 
player 1 Arete Al Arole Al A1 

player2 Arole A2 Arole A2 
Arole A3 Arole A3 player ... ? 

Blayer . 

FIG . 6 



600 

Patent Application Publication 

2013 

Rou 

01.24 role B1 

01,3Arole BI 
( 

who 

61,4 Blayer_17 

2,11 021Arole B2 

0x2,3Arole B2 

02,5 Blayer_27 

03,1 Arole B3 

( X3,24 role B3 

024,1 Blayer_1 

( 3,7 Blayer_47 

Xote 

??? ??? ?? ?? 

?? ?? ?? ?? ?? ?? ??? ? ?? ?? ?? ?? ?? ???? ? 

???? ? ? ? ?? ?? ?????? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ????? ?? ?? ?? ?? ?? 

??? ??? ?? ?? ?? ???? 

A 

04,54 role A1 

04.6A role A1 
Al 

25,2 Blayer2 

Q5,4Akole A2 

05,64 Fole A2 

Dec. 2 , 2021 Sheet 5 of 9 

08,54 ole 43 

06,6 Player ... 3 

WP.P ? # ??? 

27,3 Blayer 4 

FIG . 7 

US 2021/0374555 A1 



Patent Application Publication Dec. 2 , 2021 Sheet 6 of 9 US 2021/0374555 A1 

Vueduco4 Mueduon 

tr Himko Scheme *** PIE ) ********* 
** 

90 

Person 
3 ! ( Person ??? ???? ? an Bouanju 

mwa ammi am *** 
FIG . 8 

ann ar ano *** ann 1 sami *** 1 www 

wanneet 
Type B BUONOODLd SSoudur . to Procability of going from Source Note Role lo Target Node Role 

*** 

?????? ?? 

Multilayer Modelo he KG Random Walk Model 
that 1131013 

j " exe 
DER 

204 1 
en 

North 

000 
ma 

W *** 
* 



} 1 

Fin KG Example 

Aasia 

Produced 
***** biti 

1 { { 

Patent Application Publication 

1125 91 ( 3311 

{ 1 

company 

ProdN 

} } 

Hur 

1 } } I 

D 

} } 

Person 2 dinfuence 

11 + 7 + 

1 
E { 

*** 

00819 Acto 

Dec. 2 , 2021 Sheet 7 of 9 

31314 

{ 

Person 

* } ND 

POON 

I } 1 I { 

*** 

Person Unfuencer 

07111 
*** 

Directory 

Prod . 

luence 

L 

C : 31 . 

3201 

US 2021/0374555 A1 

{ 

Art 

} 

IT : ????? k 

FIG . 8 ( Continued ) 



Patent Application Publication Dec. 2 , 2021 Sheet 8 of 9 US 2021/0374555 A1 

Display Devices 

Databases uopepueww009 - ???? . ? . ?? ???????? Computer 800 FIG . 9 

Computers 200 Mobile Devices Natural Processors Computers 907 



Multilayer Network Generator 

Patent Application Publication 

Monolayer Network Generator 962 

First Coupling Strength Receiver 

Knowledge Graph Receiver 

Multilayer Network Assembler 964 

Second Coupling Strength Receiver 

Dec. 2 , 2021 Sheet 9 of 9 

Processor 

Processor 

US 2021/0374555 A1 

FIG . 10 



US 2021/0374555 Al Dec. 2 , 2021 
1 

SYSTEMS AND METHODS FOR 
PERFORMING RANDOM WALKS ON 

KNOWLEDGE GRAPHS 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

[ 0007 ] There is a need , therefore , for an improved mecha 
nism for generating thematic item - item recommendations 
that can complement collaborative filtering approaches , 
enables thematic exploration and has the ability to incorpo 
rate new content with or without user data , which helps 
overcome the cold - start problem . There is also a need to 
exploit the full structure of the KG while maintaining the 
distinction between the different types of connections . [ 0001 ] This application claims priority to , and the benefit 

of , U.S. Provisional Patent Application Ser . No. 63 / 031,857 , 
filed May 29 , 2020 , which is hereby incorporated by refer 
ence in its entirety . SUMMARY 

TECHNICAL FIELD 

[ 0002 ] Embodiments of the present invention generally 
relate to information technology and sequencing and , more 
particularly , to random walk techniques for sequencing 
nodes in a multilayer network . 

BACKGROUND 
[ 0003 ] A knowledge graph ( KG ) acquires and integrates 
information into an ontology . A typical KG has several 
entries that describe real - world entities like people , places , 
and things . These entities form the nodes of the KG , and are 
sometimes called KG entities . 
[ 0004 ] One issue with such a KG is that the semantic 
relationships ( i.e. , the connections ) are not necessarily 
directly comparable to each other , and the entities within the 
same KG may be of different types ( e.g. , a city , a person , a 
gene ) . Because the different connections in a KG may not 
necessarily be directly comparable , there exist added chal 
lenges to the implementation and interpretation of graph 
analysis and navigation methods . For systems that need to 
sequence nodes in a graph automatically , diversity of types 
of nodes and connections creates a technical problem 
because they must now compare nodes and connections that 
are a priori not directly compatible . 
[ 0005 ] Recommendation systems based on collaborative 
filtering ( CF ) process large amounts user data to predict 
which items they are most likely to interact with , given their 
and all of the other users ' activity . Th success of CF 
systems have made them a mainstay in research and prac 
tice . In many cases , user - item interactions alone are not 
enough to achieve the desired performance . For this reason 
several recommendation systems combine collaborative fil 
tering approaches with annotations and KGs to enrich their 
recommendations . A common approach to generate node 
embeddings is using machine learning methods such as 
graph convolutional networks or matrix factorizations . 
Other methods work directly on graph structures using 
random walks and diffusion processes to produce recom 
mendations . 
[ 0006 ] Although embedding methods can achieve impres 
sive performance , their recommendations are can be difficult 
to explain ; which has prompted work on understanding and 
explaining recommendations . Furthermore , the geometry of 
embedding spaces can be complex , which can present dif 
ficulties in recommendation tasks such as proximity search 
and multi - seeding . Another important challenge that arises is 
that it is difficult to address issues of fairness , interpretability 
and bias in complex machine learning systems . From a 
modelling perspective , one concern that that arises in some 
embedding methods is that may not be fully exploiting the 
rich structure of the KG , or that they may not be distin 
guishing between connections in the KG of different type . 

[ 0008 ] The example embodiments described herein meet 
the above - identified needs by providing systems , methods 
and computer program products for performing param 
etrized random walks on a collection of knowledge graphs . 
In an example embodiment , a system including a memory 
and one or more processors are provided . The memory 
stores instructions , which when executed by the one or more 
processors , cause the one or more processors to receive a 
plurality of knowledge graphs . For each knowledge graph 
the one or more processors construct a multilayer network 
having unipartite layers and bipartite layers ( that can be 
weighted or unweighted ) and interlayer couplings that ( i ) 
connect nodes of the unipartite layers and the bipartite layers 
representing an entity ( i.e. , the same entity ) ( ii ) are directed 
and ( iii ) weighted with a weight that depends on an activity 
of a target node in the unipartite layer or bipartite layer in 
which the target node resides . The one or more processors 
process a random walk model of the multilayer network that 
takes into account saliencies of the different interlayer and 
intralayer connections of the nodes . In turn , the one or more 
processors perform one or more actions based on the random 
walk model . The one or more actions includes sequencing , 
grouping ( e.g. , clustering ) , and constructing representations 
of ( e.g. , embedding ) the plurality of nodes in the multilayer 
network . In some embodiments , actions include assigning 
the nodes to different groups ( e.g. , community detection ) , 
identifying key entities ( e.g. , the most important ones ) , 
understanding the effect that severing a connection has on 
processes that occurs on the graph , and so on . 
[ 0009 ] In an example embodiment , a system for perform 
ing random walks on knowledge graphs is provided . The 
system comprises a memory and one or more processors . 
The memory and processors operate to : 
[ 0010 ] receive a plurality of knowledge graphs , 
[ 0011 ] for each knowledge graph : 

[ 0012 ] construct a multilayer network having unipartite 
layers and bipartite layers and interlayer couplings that 
( i ) connect nodes of the unipartite layers and the 
bipartite layers representing an entity ( e.g. , the same 
entity ) ( ii ) are directed and ( iii ) weighted with a weight 
that depends on an activity of a target node in the 
unipartite layer or bipartite layer in which the target 
node resides ; 

[ 0013 ] process a random walk model of the multilayer 
network that takes into account saliencies of the dif 
ferent interlayer and intralayer connections of the 
nodes ; and 

[ 0014 ] perform one or more actions based on the ran 
dom walk model . 

[ 0015 ] In another example embodiment , a system for 
performing random walks on knowledge graphs is provided 
comprising a memory and one or more processors . The 
memory and processors operate to : 
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[ 0016 ] receive a plurality of knowledge graphs , each 
knowledge graph having a plurality of entities and a collec 
tion of types of labeled connections representing the rela 
tionships of the plurality of entities , each labeled connection 
being weighted or unweighted and each entity having : ( i ) an 
entity type and ( ii ) a set of connections with other entities in 
the knowledge graph , 
[ 0017 ] generate , for each type of labeled connection , a 
monolayer network , wherein each entity of the entity types 
connected by the labeled connection is represented by a 
node , thereby generating a plurality of monolayer networks , 
[ 0018 ] assemble the plurality of monolayer networks into 
a multilayer network , wherein each layer of the multilayer 
network corresponds to one of the plurality of monolayer 
networks , wherein two or more nodes that represent the 
same entity are linked by an interlayer coupling , 
[ 0019 ] receive a first plurality of coupling strengths , each 
of the first coupling strengths corresponding to one of the 
labeled connections , 
[ 0020 ] receive a second plurality of coupling strengths , 
each second coupling strength corresponding to the cou 
plings between nodes across layers of the multilayer net 
work that represent the same entity , 
[ 0021 ] construct a random walk model on the multilayer 
network , wherein a probability of visiting a first node of the 
plurality of nodes from a second node of the plurality of 
nodes is proportional to ( i ) the weight of the labeled con 
nection between the first node and the second node divided 
by the sum of all the weights of the connections that 
originate from the second node and multiplied by the first 
coupling strength of the corresponding labeled connection , 
or ( ii ) the second coupling strength of the coupling between 
the nodes across layers of the multilayer network that 
represent the same entity , and 
[ 0022 ] perform one or more actions based on the random 
walk model . 

[ 0023 ] In yet another embodiment there is provided a 
system for performing random walks on knowledge graphs . 
The system includes a memory and one or more processors . 
The memory and one or more processors operate to : 

[ 0024 ] ( A ) receive a plurality of knowledge graphs , 
each knowledge graph ( x ) having ( i ) a plurality of 
entities , each entity having an entity type and ( ii ) a 
plurality of labeled connections representing the rela 
tionships of the plurality of entities , each labeled con 
nection having ( i ) a label and ( ii ) a pair of specified 
entity types including a first entity type and a second 
entity type and ( y ) connecting a plurality of pairs of 
entities of the specified entity types , and ( 2 ) being 
weighted or unweighted , 

[ 0025 ] ( B ) generate , for each entity type , a unique 
ordering of all the entities belonging to that entity type , 

[ 0026 ] ( C ) generate , for each labeled connection , 
[ 0027 ] ( 1 ) a monolayer network , wherein each entity 
of the specified entity types is represented by a node , 
wherein a labeled connection having a distinct pair 
of specified entity types is a bipartite monolayer 
network , and labeled connection having a non - dis 
tinct pair of specified entity types is a unipartite 
monolayer network , thereby generating a plurality of 
monolayer networks , 

[ 0028 ] ( 2 ) an adjacency matrix for each monolayer 
network , having : 
[ 0029 ] a number of columns ( i ) equal to the num 

ber of entities of the first entity type and ( ii ) each 
column representing an entity of the first entity 
type in the unique ordering of the entities , 

( 0030 ) a number of rows ( i ) equal to the number of 
entities of the second entity type and ( ii ) each row 
representing an entity of the second entity type in 
the unique ordering of the entities , and 

[ 0031 ] wherein each entry of the adjacency matrix 
has ( i ) a zero value if the entities represented by 
the column and row do not have a connection of 
the labeled connection and ( ii ) a non - zero value if 
the entities represented by the column and row do 
have a connection of the labeled connection , the 
non - zero value corresponding to the weight of the 
connection if the monolayer network is weighted 
and one ( 1 ) if the connection of the labeled 
connection is an unweighted connection , 

[ 0032 ] ( 3 ) one role for each of the specified entity 
types , wherein all entities of that entity type inherit 
the role , 

[ 0033 ] ( 4 ) an activity array for each role , the activity 
array having a length equal to the number of entities 
of each distinct specified entity type , wherein the 
position of the entity in the activity array corre 
sponds to the position of the entity in the unique 
ordering of the entities of the entity type , wherein the 
value of each entry in the activity array corresponds 
to a function of a degree or a weighted degree in the 
monolayer network associated to the role , 

[ 0034 ] ( 5 ) a coupling matrix , for every role , having a 
number of columns and a number of rows equal to 
the number of entities of the entity type , each column 
and row representing each entity in the same order 
ing as the unique ordering as in the activity array and 
containing in a main diagonal of the coupling matrix 
the activity array corresponding to the role and zeros 
everywhere else , 

[ 0035 ] ( D ) generate , for a subset of the plurality of 
monolayer networks : 
[ 0036 ] a multilayer network wherein , each layer of 

the multilayer network corresponds to the monolayer 
network of each of the labeled connections in the 
subset of the monolayer networks of labeled con 
nections , wherein nodes that represent the same 
entity in different layers of the multilayer network 
are connected to each other , 

( 0037 ] a supra - adjacency matrix of the multilayer [ 
network having ( i ) a block structure determined by 
the roles that appear in the subset of the plurality of 
monolayer networks , and ( ii ) an equal number of 
columns and row blocks , ( iii ) one block for each 
role , each of the blocks having a size equal to the 
number of entities of the entity type associated to the 
role , 

[ 0038 ] each role in the block - columns of the supra 
adjacency matrix is a source - role , and each role in 
the block - rows of the supra - adjacency matrix is a 
target - role , wherein : 
[ 0039 ] ( i ) the adjacency matrices of the unipartite 
monolayer networks from the labeled connections 
between entities of the same entity type are placed 

a 



US 2021/0374555 A1 Dec. 2 , 2021 
3 

a 

on the block of the supra - adjacency matrix corre 
sponding to the intersection of the block column 
and block row corresponding to the same role , 

[ 0040 ] ( ii ) the adjacency matrices of the bipartite 
monolayer networks from the labeled connections 
between entities of different entity types are 
placed on two locations of the supra - adjacency 
matrix including : 
[ 0041 ] ( A ) one in the block column of a first role 
and block row of a second role , and 

[ 0042 ] ( B ) transposed in the block column of the 
second role and the block row of the first role , 

[ 0043 ] ( iii ) a plurality of weighted directed inter 
layer couplings between all nodes that represent 
the same entity in different roles , each weighted 
directed interlayer coupling being represented , for 
every ordered pair of roles that belong to the same 
entity type in the supra - adjacency matrix by the 
coupling matrix of a target role that is placed in the 
block column of a source role and the block row 
of the target role , 

[ 0044 ] ( E ) receive a plurality of coupling saliences 
( non - negative , real numbers ) , each of the coupling 
saliences corresponding to a non - empty block of the 
supra - adjacency matrix ; 

[ 0045 ] ( F ) constructing a random walk model on the 
multilayer network , 

[ 0046 ] ( G ) perform one or more actions based on the 
random walk model . 

[ 0047 ] The memory and one or more processors can also 
operate to perform automated selection and output of data 
corresponding to the one or more entities . 
[ 0048 ] In some embodiments , the memory and one or 
more processors further operate to perform : automated 
selection and output of data corresponding to the one or 
more entities from the context in which the data has been 
generated and stored based on entity relationships or node 
relationships with other entities or nodes . 
[ 0049 ] In yet other embodiments , the memory and one or 
more processors further operate to automatically select the 
data and cause the data to be locally stored within a 
computer , thereby enabling access to the data via the com 
puter . 
[ 0050 ] In some embodiments , the one or more processors 
further operate to automatically select the data and transmit 
the data to a computer , thereby enabling access to the data 
by the computer . 
[ 0051 ] In another example embodiment , there is provided 
a computer implemented method for performing random 
walks on knowledge graphs . The method includes receiving 
a plurality of knowledge graphs . For each knowledge graph , 
the method further performs : constructing a multilayer net 
work having unipartite layers and bipartite layers and inter 
layer couplings that ( i ) connect nodes of the unipartite layers 
and the bipartite layers representing the same entity ( ii ) are 
directed and ( iii ) weighted with a weight that depends on an 
activity of a target node in the unipartite layer or bipartite 
layer in which the target node resides ; processing a random 
walk model of the multilayer network that takes into account 
saliencies of the different interlayer and intralayer connec 
tions of the nodes ; and performing one or more actions based 
on the random walk model . 
[ 0052 ] In another example embodiment , there is provided , 
a computer implemented method for performing random 

walks on knowledge graphs , comprising : receiving a plu 
rality of knowledge graphs ; generating , for each type of 
labeled connection of the knowledge graphs , a monolayer 
network ; assembling the plurality of monolayer networks 
into a multilayer network ; receiving a first plurality of coupling strengths ; receiving a second plurality of coupling 
strengths ; constructing a random walk model on the multi 
layer network , and performing one or more actions based on 
the random walk model . 
[ 0053 ] With respect to receiving a plurality of knowledge 
graphs , each knowledge graph having a plurality of entities 
and a collection of types of labeled connections representing 
the relationships of the plurality of entities , each labeled 
connection being weighted or unweighted and each entity 
having : ( i ) an entity type and ( ii ) a set of connections with 
other entities in the knowledge graph . With respect to 
generating , for each type of labeled connection , a monolayer 
network , each entity of the entity types connected by the 
labeled connection is represented by a node , thereby gen 
erating a plurality of monolayer networks . With respect to 
assembling the plurality of monolayer networks into a 
multilayer network , each layer of the multilayer network 
corresponds to one of the plurality of monolayer networks , 
where two or more nodes that represent the same entity are 
linked by an interlayer coupling . With respect to receiving a 
first plurality of coupling strengths , each of the first coupling 
strengths corresponds to one of the labeled connections . 
With respect to receiving a second plurality of coupling 
strengths , each second coupling strength corresponds to the 
couplings between nodes across layers of the multilayer 
network that represent the same entity . With respect to 
constructing a random walk model on the multilayer net 
work , a probability of visiting a first node of the plurality of 
nodes from a second node of the plurality of nodes is 
proportional to ( i ) the weight of the labeled connection 
between the first node and the second node divided by the 
sum of all the weights of the connections that originate from 
the second node and multiplied by the first coupling strength 
of the corresponding labeled connection , or ( ii ) the second 
coupling strength of the coupling between the nodes across 
layers of the multilayer network that represent the same 
entity . 
[ 0054 ] In another example embodiment , there is provided 
a computer implemented method for performing random 
walks on knowledge graphs , comprising : 
[ 0055 ] ( A ) receiving a plurality of knowledge graphs , each 
knowledge graph ( x ) having ( i ) a plurality of entities , each 
entity having an entity type and ( ii ) a plurality of labeled 
connections representing the relationships of the plurality of 
entities , each labeled connection having ( i ) a label and ( ii ) a 
pair of specified entity types including a first entity type and 
a second entity type and ( y ) connecting a plurality of pairs 
of entities of the specified entity types , and ( 2 ) being 
weighted or unweighted , 
[ 0056 ] ( B ) generating , for each entity type , a unique 
ordering of all the entities belonging to that entity type , 
[ 0057 ] ( C ) generating , for each labeled connection , 

[ 0058 ] ( 1 ) a monolayer network , wherein each entity of 
the specified entity types is represented by a node , 
wherein a labeled connection having a distinct pair of 
specified entity types is a bipartite monolayer network , 
and labeled connection having a non - distinct pair of 
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specified entity types is a unipartite monolayer net 
work , thereby generating a plurality of monolayer 
networks , 

[ 0059 ] ( 2 ) an adjacency matrix for each monolayer 
network having : 
[ 0060 ] a number of columns ( i ) equal to the number 
of entities of the first entity type and ( ii ) each column 
representing an entity of the first entity type in the 
unique ordering of the entities , 

[ 0061 ] a number of rows ( i ) equal to the number of 
entities of the second entity type and ( ii ) each row 
representing an entity of the second entity type in the 
unique ordering of the entities , and 

[ 0062 ] wherein each entry of the adjacency matrix 
has ( i ) a zero value if the entities represented by the 
column and row do not have a connection of the 
labeled connection and ( ii ) a non - zero value if the 
entities represented by the column and row do have 
a connection of the labeled connection , the non - zero 
value corresponding to the weight of the connection 
if the monolayer network is weighted and one ( 1 ) if 
the connection of the labeled connection is an 
unweighted connection , 

[ 0063 ] ( 3 ) one role for each of the specified entity types , 
wherein all entities of that entity type inherit the role , 

[ 0064 ] ( 4 ) an activity array for each role , the activity 
array having a length equal to the number of entities of 
each distinct specified entity type , wherein the position 
of the entity in the activity array corresponds to the 
position of the entity in the unique ordering of the 
entities of the entity type , wherein the value of each 
entry in the activity array corresponds to a function of 
a degree or a weighted degree in the monolayer net 
work associated to the role , 

[ 0065 ) ( 5 ) a coupling matrix , for every role , having a 
number of columns and a number of rows equal to the 
number of entities of the entity type , each column and 
row representing each entity in the same ordering as the 
unique ordering as in the activity array and containing 
in a main diagonal of the coupling matrix the activity 
array corresponding to the role and zeros everywhere 

between entities of the same entity type are placed on 
the block of the supra - adjacency matrix correspond 
ing to the intersection of the block column and block 
row corresponding to the same role , 

[ 0071 ] ( ii ) the adjacency matrices of the bipartite 
monolayer networks from the labeled connections 
between entities of different entity types are placed 
on two locations of the supra - adjacency matrix 
including : 
[ 0072 ] ( A ) one in the block column of a first role 

and block row of a second role , and 
[ 0073 ] ( B ) transposed in the block column of the 

second role and the block row of the first role , 
[ 0074 ] ( iii ) a plurality of weighted directed interlayer 

couplings between all nodes that represent the same 
entity in different roles , each weighted directed inter 
layer coupling being represented , for every ordered 
pair of roles that belong to the same entity type in the 
supra - adjacency matrix by the coupling matrix of a 
target role that is placed in the block column of a 
source role and the block row of the target role , 

[ 0075 ] ( E ) receiving a plurality of coupling saliences 
( non - negative , real numbers ) , each of the coupling saliences 
corresponding to a non - empty block of the supra - adjacency 
matrix ; 
[ 0076 ] ( F ) constructing a random walk model on the 
multilayer network , and 
[ 0077 ] ( G ) performing one or more actions based on the 
random walk model . 
[ 0078 ] In some embodiments , an entity can have one or 
more roles . In some embodiments , each labeled connection 
also has a temporal attribute . In some embodiments , the pair 
of specified entity types can be the same entity types or 
distinct entity types . The value of each entry in the activity 
array can correspond to ( i ) an in - degree or out - degree , ( ii ) 
the weighted degree , or ( iii ) a combination of ( i ) and ( ii ) . 
[ 0079 ] In some embodiments , a probability of visiting a 
second node of the plurality of nodes from a first node of the 
plurality of nodes is equal to an entry in the supra - adjacency 
matrix having a column number of the supra - adjacency 
matrix corresponding to the first node and a row number of 
the supra - adjacency matrix corresponding to the second 
node multiplied by the salience of the entry and divided by 
the sum of all the entries of the sum of all the entries of the 
column corresponding to the first node , each entry of the 
column multiplied by its corresponding salience , thereby 
constructing a rate matrix of a random walk on the supra 
adjacency matrix . 
[ 0080 ] In some embodiments , a weighted directed inter 
layer coupling is provided if the entry corresponding to the 
target node in the activity array of its role is greater than 

a 

else , 

2 

Zero . 

[ 0066 ] ( D ) generate , for a subset of the plurality of mono 
layer networks : 

[ 0067 ] a multilayer network wherein , each layer of the 
multilayer network corresponds to the monolayer net 
work of each of the labeled connections in the subset of 
the monolayer networks of labeled connections , 
wherein nodes that represent the same entity in differ 
ent layers of the multilayer network are connected to 
each other , 

[ 0068 ] a supra - adjacency matrix of the multilayer net 
work having ( i ) a block structure determined by the 
roles that appear in the subset of the plurality of 
monolayer networks , and ( ii ) an equal number of 
columns and row blocks , ( iii ) one block for each role , 
each of the blocks having a size equal to the number of 
entities of the entity type associated to the role , 

[ 0069 ] each role in the block - columns of the supra 
adjacency matrix is a source - role , and each role in the 
block - rows of the supra - adjacency matrix is a target 
role , wherein : 
[ 0070 ] ( i ) the adjacency matrices of the unipartite 
monolayer networks from the labeled connections 

[ 0081 ] Empty blocks of the supra - adjacency matrix can be 
assigned a salience equal to zero in some embodiments . 
[ 0082 ] The one or more actions , in some embodiments , 
include at least one of ( i ) sequencing the plurality of nodes 
in the multilayer network , ( ii ) grouping the plurality of 
nodes in the multilayer network , ( iii ) constructing represen 
tations of the plurality of nodes in the multilayer network , 
( iv ) embedding the plurality of nodes in the multilayer 
network , or ( v ) any combination of ( i ) , ( ii ) , ( iii ) and ( iv ) . 
[ 0083 ] In some embodiments , the selection and output of 
data corresponding to the one or more entities is automated . 
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[ 0084 ] In some embodiments , automated selection and 
output of data corresponding to the one or more entities from 
the context in which the data has been generated and stored 
based on entity relationships or node relationships with other 
entities or nodes is performed . 
[ 0085 ] In yet other embodiments , the data is selected and 
locally stored within a computer automatically , thereby 
enabling access to the data via the computer . 
[ 0086 ] In some embodiments , the data is selected and 
transmitted to a computer , thereby enabling access to the 
data by the computer . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0087 ] The features and advantages of the example 
embodiments of the invention presented herein will become 
more apparent from the detailed description set forth below 
when taken in conjunction with the following drawings . 
[ 0088 ] FIG . 1 depicts a flowchart of a process for per 
forming parametrized random walks on a collection of 
knowledge graphs in accordance with an example aspect of 
the present invention . 
[ 0089 ] FIG . 2 depicts a general knowledge graph scheme 
in accordance with an example aspect of the present inven 
tion . 
[ 0090 ] FIG . 3 depicts a flowchart of a process for con 
structing a multilayer network in accordance with an 
example aspect of the present invention . 
[ 0091 ] FIG . 4 depicts a multilayer model of a knowledge 
graph in accordance with an example aspect of the present 
invention . 
[ 0092 ] FIG . 5 depicts a random walk model in accordance 
with an example aspect of the present invention . 
[ 0093 ] FIG . 6 is a block structure of a supra - adjacency 
matrix of a multilayer network in accordance with an 
example aspect of the present invention . 
[ 0094 ] FIG . 7 is a block structure of a supra - adjacency 
matrix including coupling saliences from which a random 
walk model is constructed in accordance with an example 
aspect of the present invention . 
[ 0095 ] FIG . 8 illustrates example implementations of a 
knowledge graph , a multilayer model of the knowledge 
graph and a random walk model , according to example 
aspects of the present invention . 
[ 0096 ] FIG . 9 illustrates an example recommendation sys 
tem in accordance with the example embodiments described 
herein . 
[ 0097 ] FIG . 10 illustrates example modules of a random 
walk processor of FIG . 9 . 

thematic exploration and has the ability to incorporate new 
content without user data , which helps overcome the cold 
start problem . In addition , it enables the exploitation of the 
full structure of the KG and maintains the distinction 
between the different types of connections . 
[ 0100 ] In some embodiments , a KG is represented as a 
multilayer network where each layer contains one type of 
connection , and nodes that represent the same entity across 
layers are connected to each other through directed , 
weighted interlayer couplings . In turn , a rate matrix of a 
random walk on the multilayer network that incorporates a 
set of parameters encoding the a priori salience of each type 
of connection is constructed . These parameters enable com 
paring different types of connections to each other and 
greater control over the recommendations . 
[ 0101 ] FIG . 1 depicts a flowchart of a process 100 for 
performing parametrized random walks on a collection of 
knowledge graphs in accordance with an example aspect of 
the present invention . In an example embodiment , a system 
including a memory and one or more processors are pro 
vided . The memory stores instructions , which when 
executed by the one or more processors , cause the one or 
more processors to perform process 100. In step 102 , the 
processor receives a plurality of knowledge graphs . For each 
knowledge graph the one or more processors construct a 
multilayer network having unipartite layers and bipartite 
layers and interlayer couplings , as shown in step 104. The 
unipartite and bipartite layers can be weighted or 
unweighted . The interlayer couplings ( i ) connect nodes of 
the unipartite layers and the bipartite layers representing the 
same entity ( ii ) are directed and ( iii ) are weighted with a 
weight that depends on an activity of a target node in the 
unipartite layer or bipartite layer in which the target node 
resides . In step 106 , a random walk model of the multilayer 
network that takes into account saliencies of the different 
interlayer and intralayer connections of the nodes is pro 
cessed . In an example implementation , the random walk 
model is processed by computing ( e.g. , extracting or ana 
lyzing ) properties of the random walk model . For example , 
a property of the random walk model that can be exploited 
is its steady state . This is a proportion of the time that a 
walker would spend in each node in an infinitely - long 
random walk . The steady state can be computed directly 
from the random walk model . 
[ 0102 ] In some embodiments , transients from a given 
initial condition can be processed . For example , if a random 
walk is commenced at a node i , the probability that the walk 
will be at node j after t units of time can be determined . 
[ 0103 ] Properties of a random walk model that can be 
processed are not limited to the examples provided above . 
Other properties can be processed and still be within the 
scope of the invention . For example , a convergence rate of 
the random walk can be processed . The convergence rate 
relates to how quickly steady state is reached . So - called 
basins of attraction can be determined and processed as well 
( i.e. , groups of nodes that once a walker visits it cannot 
escape ) . 
[ 0104 ] In turn , at step 108 , one or more actions are 
performed based on the random walk model . The one or 
more actions includes , for example , sequencing , grouping 
( e.g. , clustering ) , and constructing representations of ( e.g. , 
embedding ) the plurality of nodes in the multilayer network . 
In some embodiments , actions include assigning the nodes 
to different groups ( e.g. , community detection ) , identifying 

DETAILED DESCRIPTION 

[ 0098 ] Generally , aspects of the present invention perform 
parametrized random walks on a collection of knowledge 
graphs ( KGs ) . The framework generates and evaluates 
potential selections of items ( e.g. , thematic recommenda 
tions ) based multilayer network representations of KGs . 
Each layer encodes different types of relationships in the 
KG , and interlayer couplings connect the same entity in 
different roles . The relative importance of different connec 
tions is captured by an intuitive salience matrix . It is learned 
from data or tuned to incorporate domain knowledge , 
address different use cases , or respect business logic . 
[ 0099 ] Among other advantages , this mechanism comple 
ments collaborative filtering approaches because it enables 
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key entities ( e.g. , determining the most important ones ) , 
understanding the effect that severing a connection has on 
processes that occurs on the graph , and so on . 
[ 0105 ] A random walk model is typically a set of prob 
abilities representing , for any initial node and neighboring 
node , the likelihood of the neighboring node being chosen 
next by a process navigating the network . For any node n 
and a set of neighboring nodes m , m , mz · to which n has 
an outgoing connection , the total sum of each of the indi 
vidual probabilities added together according to the equation 
? ; P ( n- > m , ) is equal to one . A probability of zero between a 
node and its neighbor represents that the process will never 
travel to the neighbor from that particular node . 
[ 0106 ] From the random walk model , there can be gener 
ated a ( possibly infinite ) sequence of nodes which represents 
a path being taken from the graph from some initial starting 
point , travelling to neighboring nodes according to their 
respective probabilities such a sequence is referred to as 
the realization of a random walk . The random walks and 
random walk models according to the embodiments dis 
closed herein are useful for efficiently processing and mak 
ing decisions about the identification and selection of net 
work - based data . 
[ 0107 ] FIG . 2 depicts a general knowledge graph scheme 
200 ( also referred to as monolayer network 200 ) in accor 
dance with an example aspect of the present invention . With 
reference to both FIGS . 1 and 2 , in an example embodiment , 
a computer - implemented method performs receiving a plu 
rality of knowledge graphs ( FIG . 1 , step 102 ) . In this 
embodiment , each knowledge graph has a plurality of enti 
ties , entity 202A , entity 202B , and entity 202C ( hereinafter 
individually and collectively are referred to as entity 202 or 
entities 202 , correspondingly ) . It should be understood that 
the entities 202 do not represent any one entity , but all 
entities of the type that can exist . Likewise , the connections 
do not represent any specific connections , but indicate what 
connections may exist and a collection of types of labeled 
connections . The connections are depicted in FIG . 2 as 
Relation_1 , Relation_2 , Relation_3 , and Relation 4. The 
connections represent the relationships of the plurality of 
entities , where each labeled connection is weighted or 
unweighted , and each entity has : ( i ) an entity type ( e.g. , Type 
A , Type B , Type C in FIG . 2 ) and ( ii ) a set of connections 
with other entities in the knowledge graph ( e.g. , see FIG . 2 , 
showing the entity of Type A 202A having two types of 
connections ( e.g. , Relation_1 and Relation_2 ) with the 
another entity of Type B 202B and a third type of connection 
to itself ( Relation_3 ) , and entity of Type B 202B having one 
connection type of connections ( Relation_4 ) with an entity 
of Type C 202C ) . It should be understood that there can be 
additional entity types ( e.g. , Type N ) and additional types of 
connections ( e.g. , Relation_n ) . 
[ 0108 ] FIG . 3 illustrates an example process for construct 
ing the multilayer network described above in connection 
with step 104 of FIG . 1. FIG . 4 depicts a multilayer model 
300 of a knowledge graph in accordance with an example 
aspect of the present invention . Referring to FIGS . 2 , 3 and 
4 , in step 104-1 , for each type of labeled connection , a 
monolayer network is generated ( e.g. , monolayer network 
200 depicted in FIG . 2 ) where each entity of the entity types 
( Type A 202A , Type B 202B , and Type C 202C of FIG . 2 ) 
connected by the labeled connection ( Relation_1 , Relation_ 
2 , Relation_3 , Relation_4 of FIG . 2 ) is represented by a 
node , thereby generating a plurality of monolayer networks . 

[ 0109 ] In step 104-2 , the plurality of monolayer networks 
are assembled into a multilayer network 300 ( FIG . 4 ) , where 
each layer ( layer_1 , layer_2 , layer_3 , layer_4 of FIG . 4 ) of 
the multilayer network corresponds to one of the plurality of 
monolayer networks , where two or more nodes in the 
multilayer network that represent the same entity are linked 
by an interlayer coupling ( e.g. , Type A coupling 209 , Type 
B coupling 215 of FIG . 4 ) . 
[ 0110 ] In step 104-3 , a first plurality of coupling strengths 
are received . Each first coupling strength corresponds to one 
of the labeled connections ( i.e. , each labeled connection 
represents a relationship between entities in a monolayer 
network ) . In step 104-4 , a second plurality of coupling 
strengths are received . Each second coupling strength cor 
responds to the coupling between nodes across layers of the 
multilayer network that represent the same entity ( i.e. , the 
interlayer couplings ) . 
[ 0111 ] As described above with respect to FIG . 1 , in step 
106 , a random walk model of the multilayer network that 
takes into account saliencies of the different interlayer and 
intralayer connections of the nodes is processed . FIG . 5 
depicts a random walk model 400 in accordance with an 
example aspect of the present invention . The plurality of 
nodes ( node 208 A , node 208B , node 208C , node 208D , node 
208E , node 208F , node 208G ; individually and collectively 
sometimes referred to simply as node 208 , correspondingly ) 
has a predetermined role ( Role A1 , Role A2 , Role A3 , Role 
B1 , Role B2 , Role B3 , Role C1 ) . In some embodiments , the 
random walk model 400 on the multilayer network is 
constructed such that a probability of visiting a first node 
( also referred to as a Target Node ) of the plurality of nodes 
from a second node ( also referred to a Source Node ) of the 
plurality of nodes is proportional to ( i ) the weight of the 
labeled connection between the first node and the second 
node divided by the sum of all the weights of the connec 
tions that originate from the second node multiplied by the 
first coupling strength of the corresponding labeled connec 
tion , or ( ii ) the second coupling strength of the coupling 
between the nodes across layers of the multilayer network 
that represent the same entity . In FIG . 5 , the weights are 
represented as different thicknesses ( e.g. , weight 210a , 
weight 210b , weight 210c , weight 210d , weight 210e , 
weight 210f , weight 210g ; individually and collectively 
referred to sometimes as weight 210 , correspondingly ) . It 
should be understood that the thicknesses ( i.e. , weights 210 ) 
illustrated in FIG . 5 are exemplary and that the weights 
representing the strength of a coupling between nodes can be 
the same or different . 
[ 0112 ] As described above with respect to step 108 of FIG . 
1 , one or more actions are performed based on the random 
walk model . This enables the system to perform one or more 
actions such as sequencing the plurality of nodes in the 
multilayer network , clustering the plurality of nodes in the 
multilayer network , embedding the plurality of nodes in the 
multilayer network or any combination of the foregoing . In 
some embodiments , actions include assigning the nodes to 
different groups ( e.g. , community detection ) , identifying key 
entities ( e.g. , the entities deemed the most important ones ) , 
understanding the effect that severing a connection would 
have on processes that occur on the graph , and so on . 
[ 0113 ] In yet another embodiment of a system and method 
that performs random walks on knowledge graphs , each 
knowledge graph has ( i ) a plurality of entities , where each 
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entity has an entity type and ( ii ) a plurality of labeled 
connections representing the relationships of the plurality of 
entities . 
[ 0114 ] Each labeled connection has ( i ) a label and ( ii ) a 
pair of specified entity types including a first entity type and 
a second entity type . 
[ 0115 ] Each knowledge graph also connects a plurality of 
pairs of entities of the specified entity types . Each knowl 
edge graph also is weighted ( e.g. , real numbers that describe 
the intensity of the connection ) or unweighted . 
[ 0116 ] In this example embodiment , for each entity type , 
there is generated a unique ordering of all the entities 
belonging to that entity type . 
[ 0117 ] In addition , for each labeled connection there is 
generated a monolayer network , where each entity of the 
specified entity types is represented by a node , where a 
labeled connection having a distinct pair of specified entity 
types is a bipartite monolayer network , and a labeled con 
nection having a non - distinct pair of specified entity types is 
a unipartite monolayer network . This generates a plurality of 
monolayer networks . 
[ 0118 ] For each labeled connection there is also generated 
an adjacency matrix for each monolayer network . Each 
adjacency matrix for each monolayer network has : a number 
of columns ( i ) equal to the number of entities of the first 
entity type and ( ii ) each column representing an entity of the 
first entity type in the unique ordering of the entities . The 
adjacency matrix for each monolayer network also has a 
number of rows ( i ) equal to the number of entities of the 
second entity type and ( ii ) each row representing an entity of 
the second entity type in the unique ordering of the entities . 
Each entry of the adjacency matrix has ( i ) a zero value if the 
entities represented by the column and row do not have a 
connection of the labeled connection and ( ii ) a non - zero 
value if the entities represented by the column and row do 
have a connection of the labeled connection , the non - zero 
value corresponding to the weight of the connection if the 
monolayer network is weighted and one ( 1 ) if the connection 
of the labeled connection is an unweighted connection 
[ 0119 ] For each labeled connection , there is also generated 
one role for each of the specified entity types , wherein all 
entities of that entity type inherit the role . For each labeled 
connection , there is also generated an activity array for each 
role , the activity array having a length equal to the number 
of entities of each distinct specified entity type , where the 
position of the entity in the activity array corresponds to the 
position of the entity in the unique ordering of the entities of 
the entity type , where the value of each entry in the activity 
array corresponds to a function of a degree or weighted 
egree in the monolayer network associated to the role ( e.g. , 

total minutes on screen , revenue of film , ratings ) . 
[ 0120 ] FIG . 6 is a block structure of a supra - adjacency 
matrix of a multilayer network 500 in accordance with an 
example aspect of the present invention . FIG . 7 is a block 
structure of a supra - adjacency matrix including coupling 
saliences 600 from which a random walk model is con 
structed in accordance with an example aspect of the present 
invention . 
[ 0121 ] For each labeled connection there is also generated 
a coupling matrix ( e.g. , represented as lambda ( A ) in FIGS . 
6 and 7 ) , for every role ( Role B1 , Role B2 , Role B3 , Role 
A1 , Role A2 , Role A3 , Role Ci ) , having a number of 
columns and a number of rows equal to the number of 
entities of the entity type , each column and row representing 

each entity in the same ordering as the unique ordering as in 
the activity array and containing in a main diagonal of the 
coupling matrix the activity array corresponding to the role 
and zeros everywhere else . In addition the method of this 
embodiment generates , for a subset of the plurality of 
monolayer networks : a multilayer network wherein , each 
layer ( layer_1 , layer_2 , layer_3 , layer_4 ) of the multilayer 
network corresponds to the monolayer network of each of 
the labeled connections in the subset of the monolayer 
networks of labeled connections , wherein nodes that repre 
sent the same entity in different layers of the multilayer 
network are connected to each other , a supra - adjacency 
matrix of the multilayer network 500 having ( as depicted in 
FIG . 6 ) ( i ) a block structure determined by the roles that 
appear in the subset of the plurality of monolayer networks , 
and ( ii ) an equal number of columns and row blocks , ( iii ) 
one block for each role , each of the blocks having a size 
equal to the number of entities of the entity type associated 
to the role ( see example in the equation in of the supra 
adjacency matrix of the multilayer network 500 ) . Each role 
in the block - columns of the supra - adjacency matrix is a 
source - role , and each role in the block - rows of the supra 
adjacency matrix is a target - role , where : ( i ) the adjacency 
matrices of the unipartite monolayer networks from the 
labeled connections between entities of the same entity type 
are placed on the block of the supra - adjacency matrix 
corresponding to the intersection of the block column and 
block row corresponding to the same role , ( ii ) the adjacency 
matrices of the bipartite monolayer networks from the 
labeled connections between entities of different entity types 
are placed on two locations of the supra - adjacency matrix 
including : ( A ) one in the block column of a first role and 
block row of a second role ( these are the Blayer_1 
Blayer_2 Blayer_ " matrices depicted in FIGS . 6 and 7 ) , 
and ( B ) transposed in the block column of the second role 
and the block row of the first role ( these are the Blayer_17 , 

Blayer_nt matrices depicted in FIGS . 6 and 
7 , where superscript T denotes matrix transposition ) , ( iii ) a 
plurality of weighted directed interlayer couplings between 
all nodes that represent the same entity in different roles , 
each weighted directed interlayer coupling being repre 
sented , for every ordered pair of roles that belong to the 
same entity type in the supra - adjacency matrix by the 
coupling matrix ( the A ) of a target role that is placed in the 
block column of a source role and the block row of the target 
role . 

[ 0122 ] The method of this embodiment also receives a 
plurality of coupling saliences ( non - negative , real numbers ) , 
each of the coupling saliences corresponding to a non - empty 
block of the supra - adjacency matrix . In some embodiments , 
these saliences can be matrices of the same size as the 
blocks , where each entry in the matrix is the salience of each 
individual connection . This is useful if , for example , where 
the entities are persons , a particular person ( e.g. , a celebrity ) 
is better known as an actor than a director , and the like . In 
turn , the method constructs a random walk model on the 
multilayer network , and then performs one or more actions 
based on the random walk model . 
[ 0123 ] The one or more actions includes sequencing , 
grouping ( e.g. , clustering ) , and constructing representations 
of ( e.g. , embedding ) the plurality of nodes in the multilayer 
network . In some embodiments , actions include assigning 
the nodes to different groups ( e.g. , community detection ) , 
identifying key entities ( e.g. , the most important ones ) , 

.. , Blayer_27 
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understand the effect that severing a connection would have 
on processes that occur on the graph , and so on . 
[ 0124 ] The performance of the one or more actions 
enables enhanced and automated selection and output of the 
data corresponding to the one or more entities ( e.g. people , 
places , and things ) from the context in which the data has 
been generated and stored by virtue of the entity or node 
relationships with other entities or nodes . This means that 
data which is selected and output according to the processes 
described herein are of enhanced contextual relevance and in 
this regard can be automatically selected and output at 
significantly improved rates , for example the throughput of 
data selection to its output , or speed of data selection is 
significantly enhanced . The data which is automatically 
selected and output according to the processes described 
herein can thus be pre - emptively obtained and stored locally 
within a computer , or transmitted to the computer , such that 
the selected data is immediately accessible and relevant to a 
local user of the computer . 
( 0125 ] In some embodiments , the pair of specified entity 
types can be the same entity types or distinct entity types . 
[ 0126 ] In some embodiments , the value of each entry in 
the activity array corresponds to ( i ) an in - degree or out 
degree , ( ii ) the weighted degree , or ( iii ) a combination of ( 1 ) 
and ( ii ) . 
[ 0127 ] In some embodiments , a weighted directed inter 
layer coupling exists if the entry corresponding to the target 
node in the activity array of its role is greater than zero . 
[ 0128 ] In some embodiments , a probability of visiting a 
second node ( e.g. , equivalent to role ) of the plurality of 
nodes from a first node of the plurality of nodes is equal to 
an entry in the supra - adjacency matrix having a column 
number of the supra - adjacency matrix corresponding to the 
first node and a row number of the supra - adjacency matrix 
corresponding to the second node ( which determines the 
salience of the connection ) multiplied by the salience of the 
entry and divided by the sum of all the entries of the sum of 
all the entries of the column corresponding to the first node , 
each entry of the column multiplied by its corresponding 
salience , thereby constructing a rate matrix of a random 
walk on the supra - adjacency matrix . 
[ 0129 ] In an example implementation , there is provided a 
system including a memory storing instructions , which 
when executed by one or more processors , cause the one or 
more processors to perform the above - described computer 
implemented method . 
[ 0130 ] In some embodiments , empty blocks of the supra 
adjacency matrix are assigned a salience equal to zero . 
[ 0131 ] FIG . 8 illustrates example implementations of a 
knowledge graph , a multilayer model of the knowledge 
graph and a random walk model , according to example 
aspects of the present invention . In this example implemen 
tation , aspects of the present invention are applied on a 
number of KGs of the film industry constructed from , for 
example , a database data such as The Movie Database 
( IMDB ) data . 
[ 0132 ] In this example implementation , column 602 illus 
trates ( i ) a general schematic of a KG 200 with three types 
of nodes , and four types of relations , as described above in 
connection with FIG . 2 , ( ii ) a multilayer network represen 
tation of the KG 300 , as described above in connection with 
FIG . 4 , and ( iii ) a random walk model on the multilayer 
representation of the KG 400. as described above in con 
nection with FIG . 5. With respect to the multilayer network 

representation of the KG 300 , each layer corresponds to a 
type of relation in the KG ( solid lines ) . Unipartite layers 
contain interactions among a single node role , and bipartite 
layers contain interactions between two mode roles . Node 
roles of the same type that represent the same entity are 
coupled to each other ( dashed lines ) . With respect to the 
random walk model on the multilayer representation of the 
KG 400 , as escribed above , the width of each directed 
connection corresponds to its salience in a matrix ( e.g. , 
matrix a in FIG . 7 ) . 
[ 0133 ] Column 700 depicts a schematic of a film KG 702 
with three types of nodes ( person , film , company ) , and four 
types of relations ( acting , directing , influence and produc 
ing ) . In the multilayer representation of the KG 704 there are 
three roles for each person node ( director , actor , influence ) , 
three roles for films ( one for each of its interactions with 
actors , directors and companies ) , and one role for compa 
nies . An example random walk model on the multilayer 
representation of the KG 706 is also shown in column 700 . 
Column 800 illustrates a concrete example of a film KG 802 having multiple persons , films , companies , its multilayer 
representation 804 , and a corresponding random walk model 
806 , in accordance with an example implementation of the 
present invention . 
[ 0134 ] The example embodiments described herein may 
be implemented using hardware , software or a combination 
thereof and may be implemented in one or more computer 
systems or other processing systems . However , the manipu 
lations performed by these example embodiments were 
often referred to in terms , such as entering , which are 
commonly associated with mental operations performed by 
a human operator . No such capability of a human operator 
is necessary , in any of the operations described herein . 
Rather , the operations may be completely implemented with 
machine operations . Useful machines for performing the 
operation of the example embodiments presented herein 
include general purpose digital computers or similar 
devices . 
[ 0135 ] From a hardware standpoint , a CPU typically 
includes one or more components , such as one or more 
microprocessors , for performing the arithmetic and / or logi 
cal operations required for program execution , and storage 
media , such as one or more memory cards ( e.g. , flash 
memory ) for program and data storage , and a random access 
memory , for temporary data and program instruction storage 
From a software standpoint , a CPU typically includes soft 
ware resident on a storage media ( e.g. , a memory card ) , 
which , when executed , directs the CPU in performing trans 
mission and reception functions . The CPU software may run 
on an operating system stored on the storage media , such as , 
for example , UNIX or Windows , iOS , Linux , and the like , 
and can adhere to various protocols such as the Ethernet , 
ATM , TCP / IP protocols and / or other connection or connec 
tionless protocols . As is well known in the art , CPUs can run 
different operating systems , and can contain different types 
of software , each type devoted to a different function , such 
as handling and managing data / information from a particular 
source , or transforming data / information from one format 
into another format . It should thus be clear that the embodi 
ments described herein are not to be construed as being 
limited for use with any particular type of server computer , 
and that any other suitable type of device for facilitating the 
exchange and storage of information may be employed 
instead . 
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[ 0136 ] ACPU may be a single CPU , or may include plural 
separate CPUs , wherein each is dedicated to a separate 
application , such as , for example , a data application , a voice 
application , and a video application . Software embodiments 
of the example embodiments presented herein may be 
provided as a computer program product , or software , that 
may include an article of manufacture on a machine acces 
sible or non - transitory computer - readable medium ( i.e. , also 
referred to as “ machine readable medium ” ) having instruc 
tions . The instructions on the machine accessible or machine 
readable medium may be used to program a computer 
system or other electronic device . The machine - readable 
medium may include , but is not limited to , optical disks , 
CD - ROMs , and magneto - optical disks or other type of 
media / machine - readable medium suitable for storing or 
transmitting electronic instructions . The techniques 
described herein are not limited to any particular software 
configuration . They may find applicability in any computing 
or processing environment . The terms “ machine accessible 
medium ” , “ machine readable medium ” and “ computer - read 
able medium ” used herein shall include any non - transitory 
medium that is capable of storing , encoding , or transmitting 
a sequence of instructions for execution by the machine 
( e.g. , a CPU or other type of processing device ) and that 
cause the machine to perform any one of the methods 
described herein , it is common in the art to speak of 
software , in one form or another ( e.g. , program , procedure , 
process , application , module , unit , logic , and so on ) as 
taking an action or causing a result . Such expressions are 
merely a shorthand way of stating that the execution of the 
software by a processing system causes the processor to 
perform an action to produce a result . 
[ 0137 ] FIG . 9 shows an example recommendation system 
900 in accordance with the example embodiments described 
herein . The example system 900 includes client computers 
902 , mobile devices 904 , natural language processor ( s ) 
( NLP ( s ) ) 906 , third party server computers 907 , a recom 
mendation server computer 908 , databases 912 and display 
devices 914. The recommendation server computer 908 , in 
this example a server computer at a media content provider , 
also includes a random walk processor 910 . 
[ 0138 ] The example client computers 902 can include 
desktop computers or laptop computers that a user can use 
to access the recommendation server computer 108. One or 
more client computers 902 can be used and the client 
computers 902 can be at different geographical locations . 
Access to the recommendation server computer 908 is via an 
Internet connection . 
[ 0139 ] The example mobile devices 904 can include 
smartphones , tablet computers or any similar wireless 
device . One or more mobile devices 904 can be used . Access 
to the recommendation server computer 908 is via a wireless 
Internet connection . 
[ 0140 ] The example NLPs 906 can include scanners that 
convert information obtained from the Web , for example 
blog , news , or information websites containing notes relat 
ing to actors , films and companies ( e.g. , production compa 
nies ) , into electronic text formatted in a manner that can be 
input into the recommendation server computer 908 for 
further processing . The NLPs 906 can also include convert 
ers that can convert voice recordings from podcasts and 
shows into electronic text . 
[ 0141 ] The example third party server computers 907 are 
server computers from third parties such as , data collections 

services , social media and text messaging . Information can 
be sent from the third party server computers expressing 
opinions regarding a particular person , ( e.g. , celebrity , actor , 
director ) , production company , movie , etc. and other opin 
ions and data . The information and data sent from the third 
party server computers 907 to the recommendation server 
computer 908 can supplement information received from the 
other sources mentioned . 
[ 0142 ] In some embodiments , the recommendation server 
computer 908 is a server computer at a media content 
provider ( e.g. , a streaming media content service that pro 
vides media content such as music , movies podcasts , games , 
news , and the like ) . The recommendation server computer 
908 can process communications from client computers 902 , 
from mobile devices 904 , from NLP ( S ) 906 and from third 
party server computers 907. The recommendation server 
computer 908 also can process and store information such as 
user listening or viewing histories and other types of infor 
mation . 
[ 0143 ] The recommendation server computer 908 includes 
the random walk processor 910. The random walk processor 
910 processes information from a plurality of sources and 
derives objects and functions from the information accord 
ing to the methods described herein . 
[ 0144 ] Databases 912 include one or more databases that 
store data about the entities . For example , as described 
above , the database can be a database containing informa 
tion about the film industry . 
[ 0145 ] Display devices 914 include one or more display 
devices for displaying the relationship data and recommen 
dations obtained by using the above - described methods . The 
display devices may include both two - dimensional display 
devices and three - dimensional display devices . 
[ 0146 ] The systems and methods of the present disclosure 
can be also applied to scenarios other than for media content 
services . In a generic case , the recommendation server 
computer 108 can be referred to as a server computer 908 
and the random walk processor 910 can be referred to as a 
data processing engine 910 . 
[ 0147 ] FIG . 10 shows example modules of a random walk 
processor 910 of FIG . 9. The random walk processor 910 
includes an a knowledge graph receiver 950 , a multilayer 
network generator 960 , a walk processor 970 , and an action 
processor . The knowledge graph receiver 950 is constructed 
to receive a plurality of knowledge graphs . The multilayer 
network generator is constructed to , for each knowledge 
graph the one or more processors construct a multilayer 
network having unipartite layers and bipartite layers and 
interlayer couplings . As explained above , the unipartite and 
bipartite layers can be weighted or unweighted . In addition , 
the interlayer couplings ( i ) connect nodes of the unipartite 
layers and the bipartite layers representing the same entity 
( ii ) are directed and ( iii ) are weighted with a weight that 
depends on an activity of a target node in the unipartite layer 
or bipartite layer in which the target node resides . The walk 
processor 970 is constructed to process a random walk 
model of the multilayer network that takes into account 
saliencies of the different interlayer and intralayer connec 
tions of the nodes . The action processor 980 is constructed 
to perform one or more actions based on the random walk 
model . The one or more actions includes sequencing , group 
ing ( e.g. , clustering ) , and constructing representations of 
( e.g. , embedding ) the plurality of nodes in the multilayer 
network . In some embodiments , actions include assigning 
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the nodes to different groups ( e.g. , community detection ) , 
identifying key entities ( e.g. , the most important ones ) , 
understanding the effect that severing a connection has on 
processes that occurs on the graph , and so on . 
[ 0148 ] The multilayer network generator 960 includes a 
monolayer network generator 962 , a multilayer network 
assembler 964 , a first coupling strength receiver 966 , and a 
second coupling strength receiver 968. Monolayer network 
generator 962 is constructed to , for each type of labeled 
connection , generate a monolayer network . Multilayer net 
work assembler 964 is constructed to assemble the plurality 
of monolayer networks generated by monolayer network 
generator 962 into a multilayer network , where each layer 
( e.g. , layer_1 , layer_2 , layer_3 , layer_4 of FIG . 4 ) of the 
multilayer network corresponds to one of the plurality of 
monolayer networks , where two or more nodes in the 
multilayer network that represent the same entity are linked 
by an interlayer coupling ( e.g. , Type A coupling 209 , Type 
B coupling 215 of FIG . 4 ) . 
[ 0149 ] First coupling strength receiver 966 is constructed 
to receiver a first plurality of coupling strengths . Each first 
coupling strength corresponds to one of the labeled connec 
tions ( i.e. , each labeled connection represents a relationship 
between entities in a monolayer network generated by 
monolayer network generator 962 ) . Second coupling 
strength receiver 968 is constructed to receive a second 
plurality of coupling strengths . Each second coupling 
strength corresponds to the coupling between nodes across 
layers of the multilayer network that represent the same 
entity ( i.e. , the interlayer couplings ) . 
( 0150 ] In addition , not all of the components are required 
to practice the invention , and variations in the arrangement 
and type of the components may be made without departing 
from the spirit or scope of the invention . As used herein , the 
term " component " or " engine " is applied to describe a 
specific structure for performing specific associated func 
tions , such as a special purpose computer as programmed to 
perform algorithms ( e.g. , processes ) disclosed herein . The 
component can take any of a variety of structural forms , 
including : instructions executable to perform algorithms to 
achieve a desired result , one or more processors ( e.g. , virtual 
or physical processors ) executing instructions to perform 
algorithms to achieve a desired result , or one or more 
devices operating to perform algorithms to achieve a desired 
result . 
[ 0151 ] While various example embodiments of the present 
invention have been described above , it should be under 
stood that they have been presented by way of example , and 
not limitation . It will be apparent to persons skilled in the 
relevant art ( s ) that various changes in form and detail can be 
made therein . Thus , the present invention should not be 
limited by any of the above described example embodi 
ments , but should be defined only in accordance with the 
following claims and their equivalents . 
[ 0152 ] In addition , it should be understood that the FIGS . 
1-10 are presented for example purposes only . The archi 
tecture of the example embodiments presented herein is 
sufficiently flexible and configurable , such that it may be 
utilized ( and navigated ) in ways other than that shown in the 
accompanying figures . 
[ 0153 ] Further , the purpose of the foregoing Abstract is to 
enable the U.S. Patent and Trademark Office and the public 
generally , and especially the scientists , engineers and prac 
titioners in the art who are not familiar with patent or legal 

terms or phraseology , to determine quickly from a cursory 
inspection the nature and essence of the technical disclosure 
of the application . The Abstract is not intended to be limiting 
as to the scope of the example embodiments presented 
herein in any way . It is also to be understood that the 
procedures recited in the claims need not be performed in the 
order presented . 

1. A system for performing random walks on knowledge 
graphs , comprising : 

a memory ; and 
one or more processors to : 
receive a plurality of knowledge graphs , 
for each knowledge graph : 

construct a multilayer network having unipartite layers 
and bipartite layers and interlayer couplings that ( i ) 
connect nodes of the unipartite layers and the bipar 
tite layers representing the same entity ( ii ) are 
directed and ( iii ) weighted with a weight that 
depends on an activity of a target node in the 
unipartite layer or bipartite layer in which the target 
node resides ; 

process a random walk model of the multilayer network 
that takes into account saliencies of the different 
interlayer and intralayer connections of the nodes ; 
and 

perform one or more actions based on the random walk 
model . 

2. A system for performing random walks on knowledge 
graphs , comprising : 

a memory ; and 
one or more processors to : 

receive a plurality of knowledge graphs , each knowl 
edge graph having a plurality of entities and a 
collection of types of labeled connections represent 
ing the relationships of the plurality of entities , each 
labeled connection being weighted or unweighted 
and each entity having : ( i ) an entity type and ( ii ) a set 
of connections with other entities in the knowledge 
graph , 

generate , for each type of labeled connection , a mono 
layer network , wherein each entity of the entity types 
connected by the labeled connection is represented 
by a node , thereby generating a plurality of mono 
layer networks , 

assemble the plurality of monolayer networks into a 
multilayer network , wherein each layer of the mul 
tilayer network corresponds to one of the plurality of 
monolayer networks , wherein two or more nodes 
that represent the same entity are linked by an 
interlayer coupling , 

receive a first plurality of coupling strengths , each of 
the first coupling strengths corresponding to one of 
the labeled connections , 

receive a second plurality of coupling strengths , each 
second coupling strength corresponding to the cou 
plings between nodes across layers of the multilayer 
network that represent the same entity , 

construct a random walk model on the multilayer 
network , wherein a probability of visiting a first node 
of the plurality of nodes from a second node of the 
plurality of nodes is proportional to ( i ) the weight of 
the labeled connection between the first node and the 
second node divided by the sum of all the weights of 
the connections that originate from the second node 

a 

a 



US 2021/0374555 A1 Dec. 2 , 2021 
11 

a 

and multiplied by the first coupling strength of the 
corresponding labeled connection , or ( ii ) the second 
coupling strength of the coupling between the nodes 
across layers of the multilayer network that represent 
the same entity , and 

perform one or more actions based on the random walk 
model . 

3. The system according to claim 2 , wherein an entity can 
have one or more roles . 

4. A system for performing random walks on knowledge 
graphs , comprising : 

a memory ; and 
one or more processors to : 

( A ) receive a plurality of knowledge graphs , each 
knowledge graph ( x ) having ( i ) a plurality of entities , 
each entity having an entity type and ( ii ) a plurality 
of labeled connections representing the relationships 
of the plurality of entities , each labeled connection 
having ( i ) a label and ( ii ) a pair of specified entity 
types including a first entity type and a second entity 
type and ( y ) connecting a plurality of pairs of entities 
of the specified entity types , and ( z ) being weighted 
or unweighted , 

( B ) generate , for each entity type , a unique ordering of 
all the entities belonging to that entity type , 

( C ) generate , for each labeled connection , 
( 1 ) a monolayer network , wherein each entity of the 

specified entity types is represented by a node , 
wherein a labeled connection having a distinct pair 
of specified entity types is a bipartite monolayer 
network , and labeled connection having a non 
distinct pair of specified entity types is a unipartite 
monolayer network , thereby generating a plurality 
of monolayer networks , 

( 2 ) an adjacency matrix for each monolayer network 
having : 
a number of columns ( i ) equal to the number of 

entities of the first entity type and ( ii ) each 
column representing an entity of the first entity 
type in the unique ordering of the entities , 

a number of rows ( i ) equal to the number of 
entities of the second entity type and ( ii ) each 
row representing an entity of the second entity 
type in the unique ordering of the entities , and 

wherein each entry of the adjacency matrix has ( i ) 
a zero value if the entities represented by the 
column and row do not have a connection of the 
labeled connection and ( ii ) a non - zero value if 
the entities represented by the column and row 
do have a connection of the labeled connection , 
the non - zero value corresponding to the weight 
of the connection if the monolayer network is 
weighted and one ( 1 ) if the connection of the 
labeled connection is an unweighted connec 
tion , 

( 3 ) one role for each of the specified entity types , 
wherein all entities of that entity type inherit the 
role , 

( 4 ) an activity array for each role , the activity array 
having a length equal to the number of entities of 
each distinct specified entity type , wherein the 
position of the entity in the activity array corre 
sponds to the position of the entity in the unique 
ordering of the entities of the entity type , wherein 

the value of each entry in the activity array cor 
responds to a function of a degree or a weighted 
degree in the monolayer network associated to the 
role , 

( 5 ) a coupling matrix , for every role , having a 
number of columns and a number of rows equal to 
the number of entities of the entity type , each 
column and row representing each entity in the 
same ordering as the unique ordering as in the 
activity array and containing in a main diagonal of 
the coupling matrix the activity array correspond 
ing to the role and zeros everywhere else , 

( D ) generate , for a subset of the plurality of monolayer 
networks : 
a multilayer network wherein , each layer of the 

multilayer network corresponds to the monolayer 
network of each of the labeled connections in the 
subset of the monolayer networks of labeled con 
nections , wherein nodes that represent the same 
entity in different layers of the multilayer network 
are connected to each other , 

a supra - adjacency matrix of the multilayer network 
having ( i ) a block structure determined by the 
roles that appear in the subset of the plurality of 
monolayer networks , and ( ii ) an equal number of 
columns and row blocks , ( iii ) one block for each 
role , each of the blocks having a size equal to the 
number of entities of the entity type associated to 
the role , 

each role in the block - columns of the supra - adja 
cency matrix is a source - role , and each role in the 
block - rows of the supra - adjacency matrix is a 
target - role , wherein : 
( i ) the adjacency matrices of the unipartite mono 

layer networks from the labeled connections 
between entities of the same entity type are 
placed on the block of the supra - adjacency 
matrix corresponding to the intersection of the 
block column and block row corresponding to 
the same role , 

( ii ) the adjacency matrices of the bipartite mono 
layer networks from the labeled connections 
between entities of different entity types are 
placed on two locations of the supra - adjacency 
matrix including : 
( A ) one in the block column of a first role and 
block row of a second role , and 
( B ) transposed in the block column of the 
second role and the block row of the first role , 

( iii ) a plurality of weighted directed interlayer 
couplings between all nodes that represent the 
same entity in different roles , each weighted 
directed interlayer coupling being represented , 
for every ordered pair of roles that belong to the 
same entity type in the supra - adjacency matrix 
by the coupling matrix of a target role that is 
placed in the block column of a source role and 
the block row of the target role , 

( E ) receive a plurality of coupling saliences ( non 
negative , real numbers ) , each of the coupling 
saliences corresponding to a non - empty block of the 
supra - adjacency matrix ; 

( F ) construct a random walk model on the multilayer 
network , 

a 
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( G ) perform one or more actions based on the random 
walk model . 

5. The system according to claim 1 , wherein an entity has 
one or more roles . 

6. The system according to claim 1 , wherein each labeled 
connection also has a temporal attribute . 

7. The system according to claim 4 , wherein the pair of 
specified entity types is the same entity types or distinct 
entity types . 

8. The system according to claim 4 , wherein the value of 
each entry in the activity array corresponds to ( i ) an in 
degree or out - degree , ( ii ) the weighted degree , or ( iii ) a 
combination of ( i ) and ( ii ) . 

9. The system according to claim 2 , wherein a probability 
of visiting a second node of the plurality of nodes from a first 
node of the plurality of nodes is equal to an entry in the 
supra - adjacency matrix having a column number of the 
supra - adjacency matrix corresponding to the first node and 
a row number of the supra - adjacency matrix corresponding 
to the second node multiplied by the salience of the entry 
and divided by the sum of all the entries of the sum of all the 
entries of the column corresponding to the first node , each 
entry of the column multiplied by its corresponding salience , 
thereby constructing a rate matrix of a random walk on the 
supra - adjacency matrix . 

10. The system according to claim 4 , wherein a weighted 
directed interlayer coupling is provided if the entry corre 
sponding to the target node in the activity array of its role is 
greater than zero . 

11. The system according to claim 4 , wherein empty 
blocks of the supra - adjacency matrix are assigned a salience 
equal to zero . 

12. The system according to claim 1 , wherein , the one or 
more actions includes at least one of ( i ) sequencing the 
plurality of nodes in the multilayer network , ( ii ) grouping 
the plurality of nodes in the multilayer network , ( iii ) con 
structing representations of the plurality of nodes in the 
multilayer network , ( iv ) embedding the plurality of nodes in 
the multilayer network , or ( v ) any combination of ( i ) , ( ii ) , 
( iii ) and ( iv ) . 

13. The system according to claim 1 , wherein the one or 
more processors further perform : 

automated selection and output of data corresponding to 
the one or more entities . 

14. The system according to claim 1 , wherein the one or 
more processors further perform : 

automated selection and output of data corresponding to 
the one or more entities from the context in which the 
data has been generated and stored based on entity 
relationships or node relationships with other entities or 
nodes . 

15. The system according to claim 1 , wherein the one or 
more processors further : 

automatically select the data and cause the data to be 
locally stored within a computer , thereby enabling 
access to the data via the computer . 

16. The system according to claim 1 , wherein the one or 
more processors further : 

automatically select the data and transmit the data to a 
computer , thereby enabling access to the data by the 
computer . 

17. A computer implemented method for performing 
random walks on knowledge graphs , comprising : 

receiving a plurality of knowledge graphs , 
for each knowledge graph : 

constructing a multilayer network having unipartite 
layers and bipartite layers and interlayer couplings 
that ( i ) connect nodes of the unipartite layers and the 
bipartite layers representing the same entity ( ii ) are 
directed and ( iii ) weighted with a weight that 
depends on an activity of a target node in the 
unipartite layer or bipartite layer in which the target 
node resides ; 

processing a random walk model of the multilayer 
network that takes into account saliencies of the 
different interlayer and intralayer connections of the 
nodes ; and 

performing one or more actions based on the random 
walk model . 

18. A computer implemented method for performing 
random walks on knowledge graphs , comprising : 

receiving a plurality of knowledge graphs , each knowl 
edge graph having a plurality of entities and a collec 
tion of types of labeled connections representing the 
relationships of the plurality of entities , each labeled 
connection being weighted or unweighted and each 
entity having : ( i ) an entity type and ( ii ) a set of 
connections with other entities in the knowledge graph , 

generating , for each type of labeled connection , a mono 
layer network , wherein each entity of the entity types 
connected by the labeled connection is represented by 
a node , thereby generating a plurality of monolayer 
networks , 

assembling the plurality of monolayer networks into a 
multilayer network , wherein each layer of the multi 
layer network corresponds to one of the plurality of 
monolayer networks , wherein two or more nodes that 
represent the same entity are linked by an interlayer 
coupling , 

receiving a first plurality of coupling strengths , each of the 
first coupling strengths corresponding to one of the 
labeled connections , 

receiving a second plurality of coupling strengths , each 
second coupling strength corresponding to the cou 
plings between nodes across layers of the multilayer 
network that represent the same entity , 

constructing a random walk model on the multilayer 
network , wherein a probability of visiting a first node 
of the plurality of nodes from a second node of the 
plurality of nodes is proportional to ( i ) the weight of the 
labeled connection between the first node and the 
second node divided by the sum of all the weights of 
the connections that originate from the second node and 
multiplied by the first coupling strength of the corre 
sponding labeled connection , or ( ii ) the second cou 
pling strength of the coupling between the nodes across 
layers of the multilayer network that represent the same 
entity , and 

performing one or more actions based on the random walk 
model . 

19. The computer implemented according to claim 18 , 
wherein an entity can have one or more roles . 

20. A computer implemented method for performing 
random walks on knowledge graphs , comprising : 

( A ) receiving a plurality of knowledge graphs , each 
knowledge graph ( x ) having ( i ) a plurality of entities , 
each entity having an entity type and ( ii ) a plurality of 
labeled connections representing the relationships of 
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the plurality of entities , each labeled connection having 
( i ) a label and ( ii ) a pair of specified entity types 
including a first entity type and a second entity type and 
( y ) connecting a plurality of pairs of entities of the 
specified entity types , and ( 2 ) being weighted or 
unweighted , 

( B ) generating , for each entity type , a unique ordering of 
all the entities belonging to that entity type , 

( C ) generating , for each labeled connection , 
( 1 ) a monolayer network , wherein each entity of the 

specified entity types is represented by a node , 
wherein a labeled connection having a distinct pair 
of specified entity types is a bipartite monolayer 
network , and labeled connection having a non - dis 
tinct pair of specified entity types is a unipartite 
monolayer network , thereby generating a plurality of 
monolayer networks , 

( 2 ) an adjacency matrix for each monolayer network 
having : 
a number of columns ( i ) equal to the number of 

entities of the first entity type and ( ii ) each column 
representing an entity of the first entity type in the 
unique ordering of the entities , 

a number of rows ( i ) equal to the number of entities 
of the second entity type and ( ii ) each row repre 
senting an entity of the second entity type in the 
unique ordering of the entities , and 

wherein each entry of the adjacency matrix has ( i ) a 
zero value if the entities represented by the col 
umn and row do not have a connection of the 
labeled connection and ( ii ) a non - zero value if the 
entities represented by the column and row do 
have a connection of the labeled connection , the 
non - zero value corresponding to the weight of the 
connection if the monolayer network is weighted 
and one ( 1 ) if the connection of the labeled 
connection is an unweighted connection , 

( 3 ) one role for each of the specified entity types , 
wherein all entities of that entity type inherit the role , 

( 4 ) an activity array for each role , the activity array 
having a length equal to the number of entities of 
each distinct specified entity type , wherein the posi 
tion of the entity in the activity array corresponds to 
the position of the entity in the unique ordering of the 
entities of the entity type , wherein the value of each 
entry in the activity array corresponds to a function 
of a degree or a weighted degree in the monolayer 
network associated to the role , 

( 5 ) a coupling matrix , for every role , having a number 
of columns and a number of rows equal to the 
number of entities of the entity type , each column 
and row representing each entity in the same order 
ing as the unique ordering as in the activity array and 

containing in a main diagonal of the coupling matrix 
the activity array corresponding to the role and zeros 
everywhere else , 

( D ) generate , for a subset of the plurality of monolayer 
networks : 
a multilayer network wherein , each layer of the mul 

tilayer network corresponds to the monolayer net 
work of each of the labeled connections in the subset 
of the monolayer networks of labeled connections , 
wherein nodes that represent the same entity in 
different layers of the multilayer network are con 
nected to each other , 

a supra - adjacency matrix of the multilayer network 
having ( i ) a block structure determined by the roles 
that appear in the subset of the plurality of mono 
layer networks , and ( ii ) an equal number of columns 
and row blocks , ( iii ) one block for each role , each of 
the blocks having a size equal to the number of 
entities of the entity type associated to the role , 

each role in the block - columns of the supra - adjacency 
matrix is a source - role , and each role in the block 
rows of the supra - adjacency matrix is a target - role , 
wherein : 
( i ) the adjacency matrices of the unipartite mono 

layer networks from the labeled connections 
between entities of the same entity type are placed 
on the block of the supra - adjacency matrix corre 
sponding to the intersection of the block column 
and block row corresponding to the same role , 

( ii ) the adjacency matrices of the bipartite monolayer 
networks from the labeled connections between 
entities of different entity types are placed on two 
locations of the supra - adjacency matrix including : 
( A ) one in the block column of a first role and 

block row of a second role , and 
( B ) transposed in the block column of the second 

role and the block row of the first role , 
( iii ) a plurality of weighted directed interlayer cou 

plings between all nodes that represent the same 
entity in different roles , each weighted directed 
interlayer coupling being represented , for every 
ordered pair of roles that belong to the same entity 
type in the supra - adjacency matrix by the coupling 
matrix of a target role that is placed in the block 
column of a source role and the block row of the 
target role , 

( E ) receiving a plurality of coupling saliences ( non 
negative , real numbers ) , each of the coupling saliences 
corresponding to a non - empty block of the supra 
adjacency matrix ; 

( F ) constructing a random walk model on the multilayer 
network , and 

( G ) performing one or more actions based on the random 
walk model . 


